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Summary

Perfusion is the delivery of blood to the capillary bed of the vascular system,
where exchange of molecules between the blood and tissue compartment can occur.
In the brain, perfusion is usually referred to as the cerebral blood flow (CBF).
It is defined as the volume of blood (mL) delivered to a unit volume of brain
tissue (100g) within a certain amount of time (min). The CBF can be affected in
multiple brain disorders, such as in stroke, neurodegenerative diseases, cancer and
epilepsy. It is therefore a potential biomarker for the diagnosis of such disorders or
treatment follow-up. Arterial spin labeling (ASL) is a magnetic resonance imaging
(MRI) technique that allows for absolute quantification of the CBF. It stands out
from other imaging techniques capable of visualizing capillary perfusion, such as
dynamic susceptibility contrast MRI and 'O positron emission tomography, by
its non-invasiveness, as no exogenous tracer is needed in ASL. In recent years,
the position of ASL in the clinic has significantly matured with the help of the
recommended clinical implementation put forth by the ASL research community.

Despite the potential for absolute quantification, its non-invasiveness and the
ease of the recommended implementation of ASL, significant issues remain. The
inherently low signal-to-noise ratio of ASL data is at the origin of most of these
issues. When estimating parameters (such as the CBF) from ASL data acquired
in a clinical setting with a limited amount of scan time, the low SNR limits the
amount of parameters that can be estimated with an acceptable precision. Ad-
hering to this limit requires the use of simplified models with a small amount of
parameters to be estimated, which often comes at a cost of accuracy (i.e., causes
a bias). The balance between accuracy and precision of perfusion pa-
rameter estimation in ASL MRI is at the basis of each contribution of
this work. Both the signal generation and imaging part on the one hand, and
the quantification part of ASL, on the other hand, impact this balance. In this
work, strategies are put forth to improve on the existing trade-off be-
tween accuracy and precision in ASL given certain acquisition settings.

This thesis consists of two parts. Part I contains the introductory chapters (Chap-
ter 1-4), which provide the background for the three contributions (Chapter 5-7)
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collected in Part II.

Chapter 1 is a short chapter motivating the use of the accuracy-precision trade-
off in the build-up of the introductory chapters describing ASL.

In Chapter 2, an overview of the basic concepts of MRI is given. Understanding
the basic principles of MRI are a prerequisite to studying ASL MRI. Therefore,
a short overview of signal generation and detection in MRI is given, highlighting
aspects that are of particular interest in ASL, MRI. An attempt was made to go
beyond the typical MRI introduction by highlighting some common misconceptions
that often lead to an erroneous description of certain concepts in MRI.

Chapter 3 contains a description of the recommended clinical implementation
of ASL from labeling of arterial blood water to quantification of CBF. Instead
of attempting to merely rewrite the relevant parts of the recommendations, each
aspect of signal generation and imaging is explicitly linked to potential effects on
accuracy and/or precision in the quantification step.

In the recommended ASL experiment, the ASL signal is sampled repeatedly
at one time point. In light of the accuracy-precision trade-off in quantitative ASL
studied in this work, multi-delay ASL acquisition strategies have also been ex-
plored. These are introduced in Chapter 4. Sampling the ASL signal at multiple
time points requires fitting a model to the data in order to estimate perfusion pa-
rameters. An overview of perfusion models, varying in complexity, describing the
dynamic ASL signal is therefore given. Finally, parameter estimation techniques,
using a certain perfusion model and given a certain multi-delay PCASL data set,
are described.

Chapter 5 focusses on the impact of the amount of parameters to be estimated
on the accuracy and precision of parameter estimation in multi-time-point ASL.
We compared two estimators that used the same quantification model, yet with
a different amount of parameters to be estimated. One estimator quantified the
longitudinal relaxation time of tissue 77+ alongside the CBF and the arterial transit
time (ATT), a parameter that describes the travel time from the labeling site to the
local tissue voxel. The second estimator only quantified both perfusion parameters
and kept T7; fixed to a population average, as is conventional for quantification
from multi-delay ASL data. As Tj; varies inter- and intrasubject, estimating it
alongside the perfusion parameters is expected to reduce estimation bias compared
to keeping it fixed to a population average. However, increasing the number of
parameters to be estimated can reduce estimation precision. In order to maximally
compensate for this expected loss in precision when adding a parameter to be
estimated, the experiment design was optimized for this estimator using Cramér-
Rao lower bound theory. The viability of both estimators in terms of accuracy
and precision was examined in simulation and real data experiments.
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While we showed that 77; plays an important role in parameter estimation
from ASL data, there are two other parameters that are prone to variability: the
labeling efficiency « and the longitudinal relaxation time of blood T1,. Contrary to
T1¢, a and T7;, also play a central role in the quantification model for single-time-
point ASL, the recommended clinical implementation. They are also usually fixed
to literature values. Just like fixing the value of Ty, fixing the values of o and
Ty could result in systematic errors (i.e., bias) in perfusion parameter estimation,
as « can vary over repetitions of the experiment and T}, varies throughout the
general population. However, both parameters are not independently identifiable
from the CBF; they can not be estimated alongside the CBF and can therefore
only be determined from supporting (MRI) experiments. Measuring o and Ty,
and using those measured values instead of fixing both parameters to literature
averages is expected to increase the accuracy of CBF estimation on a population
level. However, if we assume a fixed total scan time, performing extra experiments
would diminish the scan time for acquiring the core ASL data. This is expected to
reduce the precision of CBF estimation. Is it worth to sacrifice ASL scan time to
perform these supporting measurements in terms of the accuracy-precision trade-
off 7 That is the central topic of Chapter 6.

In Chapter 7, the effects of the acquisition strategy on perfusion parameter
estimation are further explored. When using a conventional multi-slice readout
strategy for ASL, the SNR of the ASL signal reduces in subsequently acquired
slices due to increasing post-label delay times and fading background suppression.
This limits the amount of slices that can be acquired with an SNR sufficient for
a reproducible measurement of the ASL signal. It makes whole-brain coverage
using a conventional sequential multi-slice readout strategy, without multiband,
infeasible when isotropic high-resolution ASL data (i.e., 3 x 3 x 3 mm3) is required.
We explored the feasibility of combining super-resolution reconstruction (SRR)
methods with single-time-point ASL and its potential when whole-brain coverage
and 2D multi-slice readout are both required. The goal of SRR is to restore a high-
resolution (HR) image from a set of differently acquired 2D multi-slice images with
a low through-plane resolution. In structural MRI, relaxometry and diffusion MRI,
it has been shown that super-resolution reconstructed HR images or HR parameter
maps can break the trade-off between SNR, spatial resolution and scan time to
which images directly acquired at a high resolution or parameter maps estimated
from images directly acquired at a high resolution, respectively, are bound. In
this work, we demonstrated that SRR is compatible with single-time-point ASL
in simulations and real data. Furthermore, its potential to improve on the balance
between SNR, resolution and scan time was shown in a first validation experiment
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by comparing it to a conventional single-time-point ASL experiment with multi-
slice readout.
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Samenvatting

Perfusie wordt gedefinieerd als de doorbloeding van de capillaire microvasculatuur
van een orgaan, waar uitwisseling van verschillende moleculen gebeurt tussen het
bloed en het weefsel. In de hersenen wordt perfusie beschreven aan de hand
van de cerebrale bloeddoorstroming, ook wel cerebral blood flow (CBF) genoemd.
De CBF is het volume bloed (mL) dat geleverd wordt aan een eenheid hersen-
weefsel (100g) binnen een bepaald tijdsinterval (min). De bloeddoorstroming is
afwijkend bij verschillende hersenaandoeningen, waaronder beroertes, neurodegen-
eratieve ziekten, tumoren en epilepsie. In zulke gevallen kan de CBF een biomarker
zijn voor het stellen van een diagnose en voor de opvolging van therapie.

De CBF kan gekwantificeerd worden met arterial spin labeling (ASL), een
magnetische resonantie beeldvormingstechniek. ASL maakt gebruik van arterieel
bloed als lichaamseigen tracer om de perfusie te visualiseren. Dat arterieel bloed
wordt namelijk magnetisch gelabeld vlak voor het de hersenen instroomt. Na een
wachttijd, waarin het gelabelde bloed langs de cerebrale vasculatuur tot in het
capillaire bed van het hersenweefsel stroomt, wordt een beeld van de hersenen
opgenomen. Hierna wordt er een beeld uitgelezen zonder voorafgaand labelen
van het arteri€le bloed. Het verschil tussen die twee beelden levert een perfusie-
gewogen beeld op. Met een gepast wiskundig model kan tot slot een CBF map
geschat worden vanuit dat perfusie-gewogen beeld.

ASL onderscheidt zich door die niet-invasiviteit van andere perfusie-beeld-
vormingstechnieken, zoals dynamische susceptibiliteit-contrast magnetische reso-
nantie beeldvorming (DSC-MRI) en °0O positron emissie tomografie. In de laatste
jaren vindt ASL ook zijn weg naar de kliniek, mede dankzij de aanbevelingen rond
de klinische implementatie die in 2015 naar voor werden gebracht door de ASL
onderzoeksgemeenschap.

Ondanks de mogelijkheid tot absolute kwantificatie van de CBF, de niet-
invasiviteit en de duidelijke aanbevelingen rond klinisch gebruik, resteren er signif-
icante problemen die het wijdverspreid gebruik van ASL in de weg staan. Het ASL
signaal is erg klein ten opzichte van het achtergrondsignaal van het hersenweef-
sel. Wanneer het verschil wordt genomen tussen het gelabeld en het niet-gelabeld
beeld, is het signaal amper te onderscheiden van de ruis. Deze lage signaal-ruis



verhouding, vaak signal-to-noise ratio (SNR) genoemd, ligt aan de basis van de
meeste van die significante problemen in ASL. Wanneer parameters (zoals de CBF)
geschat worden uit ASL data opgenomen in een klinische setting met een beperkte
beschikbare scantijd, beperkt de lage SNR de hoeveelheid parameters die geschat
kunnen worden met een acceptabele precisie. Om aan die limiet te voldoen wordt
er meestal een vereenvoudigd model met een klein aantal te schatten parameters
gebruikt. Het gebruik van een vereenvoudigd model brengt echter de accuraatheid
van het parameterschatten in het gedrang. De balans tussen de accuraatheid
en de precisie van het schatten van perfusieparameters in ASL ligt aan
de basis van elke bijdrage in deze scriptie. Zowel het genereren van het sig-
naal en de beeldvorming enerzijds, als het parameterschatten anderzijds, beinvloe-
den die balans. In dit werk worden strategieén aangebracht om de huidige
compromis tussen accuraatheid en precisie in ASL te doorbreken.

Dit proefschrift bestaat uit twee delen. Deel I bevat de inleidende hoofdstukken
(Hoofdstuk 1-4), die als relevante achtergrond dienen voor de drie hoofdbijdragen
(Hoofdstuk 5-7) in Deel II.

Hoofdstuk 1 is een kort hoofdstuk waarin het gebruik van de accuraatheid-
precisie balans in de opbouw van de inleidende hoofdstukken gemotiveerd wordt.

In Hoofdstuk 2 wordt een overzicht gegeven van de basisconcepen van magnetis-
che resonantie beeldvorming, ook wel magnetic resonance imaging (MRI) genoemd.
De beginselen van MRI begrijpen is een voorwaarde om ASL MRI te bestuderen.
Daarom worden signaalopwekking en -detectie in MRI kort beschreven, met een
nadruk op de aspecten die een belangrijke rol spelen in ASL. Er werd ook een
poging gedaan om verder te gaan dan de typische MRI introductie door enkele veel
voorkomende misvattingen te beschrijven die vaak leiden tot een foute beschrijving
van bepaalde concepten in MRI.

Hoofdstuk 3 bevat een beschrijving van de aanbevolen klinische implementatie
van ASL, gaande van het labelen van arterieel bloed tot en met de kwantificatie van
CBF. In plaats van de relevante delen van de aanbevelingen gewoon te herschri-
jven, wordt elk aspect van signaalopwekking en beeldvorming expliciet gekoppeld
aan mogelijke effecten op accuraatheid en precisie in de uiteindelijke parameter-
schatting.

In het aanbevolen ASL experiment wordt het ASL signaal herhaaldelijk uit-
gelezen op één tijdspunt om de SNR van het uiteindelijke perfusie-gewogen beeld
te verhogen. Dit wordt single-delay ASL genoemd. Een alternatief is het variéren
van de wachttijd tussen labelen en beeldopname waardoor het ASL signaal op
meerdere tijdspunten in zijn evolutie bemonsterd wordt. Zulke multi-delay ASL
acquisitiestrategieén worden ingeleid in Hoofdstuk 4, opnieuw met het evenwicht
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tussen accuraatheid en precisie als referentiepunt. Wanneer ASL data op meerdere
tijdspunten verkregen is, kan de CBF geschat worden door een model te fitten aan
de data. Hoofdstuk 4 bevat bijgevolg een overzicht van geschikte perfusiemodellen,
met verschillende niveaus van complexiteit. Tot slot wordt de techniek gebruikt
voor het parameterschatten, gebruik makend van een bepaald model en gegeven
bepaalde ASL data, uitvoerig beschreven.

In de eerste bijdrage in hoofdstuk 5 wordt de impact van het aantal te schatten
parameters op de accuraatheid en precisie van parameterschatten in multi-delay
ASL bestudeerd. Er werden twee schatters vergeleken die hetzelfde onderliggende
kwantificatiemodel hanteerden, weliswaar met een verschillend aantal te schatten
parameters. Eén schatter kwantificeert de longitudinale relaxatietijd van het weef-
sel T1; samen met de twee lokale perfusieparameters, zijnde de CBF an de arteriéle
transittijd (ATT), een parameter die beschrijft hoe lang het duurt voor het label
om zicht van de plaats van labelen naar de lokale weefsel-voxel te verplaatsen. De
tweede schatter kwantificeert enkel de perfusieparameters en houdt T7; vast op
een populatiegemiddelde, de conventionele aanpak in multi-delay ASL. Aangezien
T4+ varieert in de hersenen en tussen individuen, wordt verwacht dat het schatten
van Tj; samen met de perfusieparameters de accuraatheid van de schatter ver-
hoogt. Echter, het aantal te schatten parameters verhogen kan ten koste gaan van
precisie. Om het verlies van precisie maximaal te compenseren, werd het ontwerp
van het experiment geoptimaliseerd door gebruik te maken van ‘Cramér-Rao lower
bound’ theorie. Beide schatters werden met elkaar vergeleken wat accuraatheid en
precisie betreft in simulatie-experimenten en experimenten met vrijwilligers.

Naast T1¢ zijn er nog twee belangrijke parameters in ASL kwantificatie mod-
ellen: de labeling efficiéntie o en de longitudinale relaxatie tijd van bloed Ty;. In
tegenstelling tot 17, spelen zowel « als T3 een centrale rol in het kwantificatie
model voor single-delay ASL. Voor beide parameters wordt meestal een vaste lit-
eratuurwaarde gekozen. Net zoals voor Ti;, kan dit leiden tot een inaccurate
schatting van de CBF, aangezien o kan variéren over verschillende herhalingen
van een ASL experiment en T}, varieert per individu. Beide parameters kunnen
echter niet samen met de CBF geschat worden, aangezien ze niet onafhankelijk
identificeerbaar zijn in het kwantificatie model. Ze kunnen echter wel bepaald wor-
den vanuit ondersteunende experimenten. Het meten van « en T34 en die waarden
gebruiken in plaats van de globale literatuurwaarden zou de accuraatheid van de
CBF schatting moeten verbeteren in de algemene populatie. Echter, uitgaande
van een vaste totale scantijd, zullen die ondersteunende experimenten ten koste
gaan van scantijd voor de acquisitie van de ASL data. Dit veroorzaakt op zijn
beurt een verminderde precisie van de CBF schatting. Loont het om ASL scantijd
op te offeren voor deze ondersteunende experimenten wat de accuraatheid-precisie
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balans betreft in de algemene populatie? Dat is het centrale thema van Hoofdstuk
6.

In Hoofdstuk 7 wordt het effect van de data acquisitiestrategie op het schatten
van perfusieparameters verder onderzocht. Wanneer een convenionele multi-slice
acquisitiestrategie wordt gebruikt voor het uitlezen van ASL data, zal de SNR van
het ASL signaal verminderen in opeenvolgende uitgelezen snedes. Dit beperkt het
aantal snedes dat kan uitgelezen worden met een SNR die voldoende hoog is voor
een reproduceerbare meting van het ASL signaal. Het maakt de opname van ASL
data van de volledige hersenen onhaalbaar wanneer een multi-slice uitleesstrate-
gie gebruikt wordt en een isotrope hoge resolutie, zijnde 3 x 3 x 3 mm? in ASL,
vereist is. Het gebruik van super-resolutie reconstructie (SRR) methoden biedt een
mogelijke oplossing. Het doel van SRR is om een hoog-resolutie beeld te recon-
strueren op basis van een set verschillend opgenomen multi-slice beelden met een
lage resolutie in de snede-selecterende richting. In structurele MRI, relaxometrie
en diffusie MRI is het aangetoond dat het gunstiger is, wat de balans tussen SNR,
spatiale resolutie en scantijd betreft, om hoog-resolutie beelden te reconstueren
met super-resolutie in plaats van ze rechtstreeks op te nemen aan die hoge reso-
lutie. In dit werk hebben we aangetoond dat SRR compatibel is met single-delay
ASL in simulatie-experimenten en in experimenten met echte data. Verder bleek
ook dat, in vergelijking met een conventioneel multi-slice single-delay ASL exper-
iment, de balans tussen SNR, resolutie en scantijd eveneens verbeterde wanneer
super-resolutie reconstructie gebruikt werd.
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Chapter 1

Introduction

1.1 Arterial spin labeling: what is it and why do it?

Arterial spin labeling (ASL) is a versatile non-invasive MRI technique which al-
lows for a functional assessment of blood flow throughout the vascular system of
an organ. ASL uses arterial blood as an endogenous tracer by inverting its magne-
tization using radiofrequency (RF) pulses. After a certain delay, in which labeled
blood water travels through the arterial vascular tree towards the brain tissue, a
so-called label image is acquired. Aditionally, a control image is acquired without
prior labeling. The difference between a label and a control image isolates the ASL
signal. Depending on the delay between labeling and readout, the labeled arterial
water will either still be in the arterial macrovasculature or will have reached the
capillary bed where it can exchange with the tissue. The former case allows for
an angiographic measurement of the supplying arteries, while the latter provides
data suited for quantification of perfusion, the delivery of blood to the capillary
bed of a tissue. Throughout this work, we will focus on using ASL for quantifying
perfusion, applied to the organ most studied with ASL: the brain.

Perfusion in the brain is often referred to as the cerebral blood flow (CBF),
defined as the volume of blood delivered to a certain tissue volume within a certain
amount of time. It is a physiological parameter of high interest in a number of brain
disorders, such as stroke, neurodegenerative diseases, epilepsy and cancer [1]. In
recent years, the ability of ASL to detect these pathological changes in perfusion
in a clinical setting has been demonstrated [2-4]. This emergence of ASL in a
clinical setting is still ongoing, mainly due to it being a young technique relative
to most other MRI modalities.

The inception of ASL dates back to the early 1990s, with the work of John
Detre and others [5] generally considered as the earliest ASL publication [1|. An
insightful overview of these early stages can be found in a recent review article by
Jezzard et al. [4], showing that the general concept of ASL in fact dates back to
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1959 [6]. In the past 25 years, the quality of the ASL method developed towards
readiness for clinical application. However, clinical adoption of ASLL was hindered
by the large amount of implementation options, both in terms of signal generation
and perfusion quantification. In 2015, this changed with the consensus statement
on a recommended clinical implementation of ASL perfusion MRI by the ISMRM
Perfusion Study Group and the European Consortium for ASL in Dementia [1].
It has propelled ASL to a mature competitor in the clinical perfusion MRI space.

There are many other techniques capable of visualizing capillary perfusion,
yet all with distinct disadvantages. Cerebral perfusion can be measured with O
positron emission tomography [7,8] (PET), xenon-computed tomography (CT) [9]
and CT perfusion, but they all involve ionizing radiation. Dynamic susceptibility
contrast (DSC) MRI is widely used in the clinic for perfusion measurements. It
visualizes perfusion by injecting a bolus of gadolinium chelate contrast agent and
subsequently imaging it as it passes through the cerebral capillary bed [10,11]. The
gadolinium causes small local magnetic field inhomogeneities during its passage,
ultimately resulting in a faster signal decay. The major drawbacks of DSC MRI
are the invasiveness of the contrast injection and the difficulty to attain absolute
quantification of perfusion [12]. Intravoxel incoherent motion (IVIM) is a method
that postulates the measurement of tissue perfusion by modeling it as a pseudo-
diffusion process [13|. In the brain, IVIM had no success, mainly due to low
cerebral blood volume fractions and modeling issues [4]. Finally, 17O-water MRI
is capable of absolute quantification of perfusion [14], but the high cost of the label
limits its use on a large scale.

1.2 Accuracy and precision: the common thread in this
work

Compared to the perfusion imaging techniques listed in the previous section, ASL
stands out with its non-invasiveness and potential for absolute quantification of
cerebral perfusion. However, despite these advantages and the ease of clinical
applicability brought forth by the consensus statement, there are, obviously, a
number of remaining issues and drawbacks. One of those issues revolves around
a vital aspect of perfusion parameter quantification in ASL: accuracy versus pre-
cision. As the balance between accuracy and precision of perfusion parameter
estimation is the main point of focus in all contributions of this work and will be
referred to often in the introductory chapters following this first chapter, a for-
mal definition of the accuracy and precision of an estimator (and by extension of
perfusion quantification) is required.



1.3. Motivation behind build-up of the introductory chapters

Imagine an estimator 0 of an underlying true parameter vector 8y. The accu-
racy of the estimator 0, of a certain parameter 6 ; from 6y is maximal if

E[6] = 6ok, (1.1)

with E [ék] the expectation value of the estimator 6. The difference E [ék] — 0o, is
often referred to as the bias of the estimator. If Eq.(1.1) is fullfilled, the estimator
is called unbiased. In all other cases the estimator is biased; the larger the absolute
value of E[fy] — 6ok, the larger the bias, the lower the accuracy of the estimator.
Sources of bias are typically referred to as systematic errors and can be caused by
fluctuations in the observations (i.e., the data), a mismatch between the estimation
model and the underlying true process, and an insufficient number of observations
[15].

The precision is related to the covariance of the estimator:
cov() = E [(9 — E[0))(6 - E[é])T] . (1.2)

The diagonal elements of the covariance matrix represent the variance of the es-
timator for individual parameters 85 of 8, which is a measure of the precision of
the estimator for each of those parameters. The precision of the estimator for a
certain parameter is inversely related to the variance of the estimator for that same
parameter; the higher the variance, the lower the precision. Variance is related
to nonsystematic errors, which are caused by unpredictable fluctuations in the
observations (i.e., noise in the data) [15]. Therefore, the precision of an estimator
is directly related to the amount of measurements and the noise in the data. The
essence of accuracy and precision is summarized in Figure 1.1.

1.3 Motivation behind build-up of the introductory chap-
ters

ASL data notoriously suffers from a low signal-to-noise ratio (SNR). When fitting
a model to ASL data acquired in a clinical setting with a limited amount of scan
time, this low SNR puts a limit on the amount of parameters that can be esti-
mated with an acceptable precision. Respecting this limit entails using simplified
models with a small amount of parameters to be estimated, which often comes at
a cost of accuracy. The balance between accuracy and precision of per-
fusion parameter estimation in ASL perfusion MRI forms the crux of
this work. Both the signal generation and imaging part on the one hand, and the
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Low accuracy Low accuracy

Low precision High precision
High accuracy High accuracy
Low precision High precision

FIGURE 1.1: Visual representation of the accuracy and precision

of an estimator. The underlying ground truth parameters are as-

sumed to coincide with the bullseye. Precision is associated with
random errors, accuracy is associated with systematic errors.

quantification part of ASL, on the other hand, impact this balance. The recom-
mended clinical implementation of signal generation, imaging and quantification
is introduced in Chapter 3. Sampling the dynamic ASL signal at multiple time
points, an important alternative to the recommended implementation, is described
in Chapter 4. These introductory chapters are written with the aforementioned

balance in mind and contain the necessary background for the contributions in
Part II.









Chapter 2

Magnetic resonance imaging: the
basics

Understanding the basic principles of MRI is a prerequisite to studying ASL MRI.
Therefore, in this chapter, a short overview of signal generation and detection in
MRI is given, highlighting aspects that are of particular interest in ASL MRI. A
more thorough description of the principles of MRI can be found in the work of
Liang and Lauterbur [16].

In MRI, the application of a permanent strong magnetic field in combination
with specifically timed electromagnetic radio frequency (RF) pulses and magnetic
gradient pulses to an object or subject are used to generate spatially encoded
signals that can be read out to generate images of internal structures. Specific
combinations of these pulses give rise to a plethora of MRI sequences, which allow
for a structural and/or functional assessment of a (part of a) subject. In this
overview, first, the general concept behind generating and detecting an MRI signal
is introduced. Then, image formation is briefly explained, focussing on two readout
strategies typically used in ASL MRI.

In a relatively recent paper of Hanson [17], persistent misconceptions about ba-
sic concepts in MRI were highlighted. They often lead to misleading explanations
of MRI, made by authors as well as educators. In the work of Hanson, alterna-
tively, more accurate explanations are provided. These insights were incorporated
in this chapter.

2.1 Signal generation and detection

2.1.1 Spin and magnetic moment

If an atomic nucleus has an odd number of protons or neutrons, it has an intrinsic
angular momentum J = A, with I the intrinsic spin, a dimensionless vector, and
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h the reduced constant of Planck. Since a nucleus is charged, the intrinsic angular
momentum J is coupled with a magnetic dipole moment p:

w=hl, (2.1)

with ~ the gyromagnetic ratio of the nucleus. In quantum mechanics, the spin
angular momentum operator J = kil has eigenvalues hiy/I(I 4+ 1) with I the spin
quantum number. This spin quantum number is an intrinsic property of the
nucleus, which is an integer or a half integer. In this study, and in the vast
majority of clinical MRI exams, the considered nucleus is the hydrogen proton
(*H). This proton has a high natural abundance in the human body in the form
of water molecules. The spin quantum number of 'H is I = % When there is an
external magnetic field Bg along the z-axis, the component of I parallel with the
magnetic field, I -, has eigenvalues I, that can take 27 + 1 values: —I, —1 + 1,
..., I. These eigenvalues I, are the possible outcomes of a measurement of the
angular momentum along the z-axis. In the case of 'H, there are two possible
values: spin up, I, = +1/2, or spin down, I, = —1/2. Considering the linear
relation between the intrinsic angular momentum I and the magnetic moment g,
the proton magnetic moment has only two possible states: —|—%'yh or —%'yh. Those
two discrete magnetic moments of the proton possess opposite potential energy in
an external magnetic field By:

+1vhBy  spin down (I, = —1)

2.2
—37hBy spin up (I = +3), 22

E:_“'BOZ_NZBOZ{

with ¢’ the scalar product. This discrete difference between both energy levels
is referred to as Zeeman-splitting. The lower energy level, spin up, corresponds
to the z-component of the magnetic moment oriented parallel with Bg, while the
higher energy level, spin down, is compatible with the magnetic moment oriented
anti-parallel with Bg. Jumping from one energy level to another is possible by
absorption or emission of a photon with energy AE = vhBy. Such photons have
an angular frequency wy, = vBg, commonly referred to as the Larmor frequency.

2.1.2 Macroscopic effect of the static magnetic field

Up to this point, a single nucleus was considered. In matter, a large number of
nuclei are present in close proximity of one another. While spin of a single nucleus
is a quantum effect, an ensemble of nuclei allows to study magnetic resonance as a
classical phenomenon [17]. This is justified by the correspondence principle, which
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states that the behaviour of systems described by quantum mechanics follows
classical physics in the limit of large quantum numbers [18].

Without an external magnetic field, a proton spin can point in any direction.
Such a random state can be described by a weighted sum of the energy eigenstates
spin-up and spin-down as they form a basis for all possible states. A common
misconception is that when an external magnetic field By is switched on, all spins
jump to either a spin-up or spin-down state [17]. The only thing that changes is
that all spins will precess around the direction of the magnetic field with the Lar-
mor frequency. Because of this precession, radio waves (with the Larmor frequency
wr) are exchanged within the sample, which cause magnetic interactions between
neighbouring nuclei. These interactions result in reorientation of the magnetic mo-
ments. Ultimately, such reorientations are responsible for a redistribution of the
spins slightly skewed toward the direction of the external field [17]. As a result, the
vectorial sum of all magnetic moments results in a netto magnetization M along
the direction of the external field By. This magnetization M is in equilibrium
as long as By remains on, even though the spins are precessing. Indeed, emitted
radio waves due to precession are absorbed by neighbouring spins as stated above;
there is no net emission of radio waves [17]. The difference between the distribu-
tion of spins in a sample without and with an external magnetic field applied is
schematically shown in Figure 2.1.

2.1.3 Excitation away from equilibrium

In order to detect magnetization, an electrically conducting coil is placed around
the subject. Rotating transverse magnetization (M,,) will induce a voltage in
the coil proportional to the magnitude of the transverse magnetization. However,
as we argued in the previous section, in equilibrium, the magnetization vector M
is directed along the static magnetic field By, i.e. M, = M, = 0. Therefore, in
order to detect M, it needs to be tilted away from equilibrium. Consider Bj as
a time varying magnetic field, perpendicular to By, and oscillating at wy, also
referred to as a radio frequency (RF) pulse. Such an RF field rotates the spin
distribution as a whole; it is again a classical phenomenon. For the formal proof,
we refer to ‘proposition 3’ in the appendix of [17]. In Figure 2.2, the motion
of the magnetization M is shown when a resonant RF field By is applied, both
in the reference laboratory frame (left) and in a reference frame rotating at wy,
along with M and By (right). In the laboratory frame, the magnetization spirals
down towards the zy-plane on the surface of a sphere with radius |M|. Indeed,
| M| remains constant as the RF field rotates the spin distribution as a whole (see
above). In the rotating frame, the magnetization rotates perpendicular to By at
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FIGURE 2.1: On the left, the spin orientation distribution is shown
when no magnetic field is applied. Each spin has a random direc-
tion, resulting in a spherical angular distribution with no netto
magnetization. On the right, the situation is shown when an ex-
ternal magnetic field By is switched on. The red arrow indicates
that all spins are precessing around the magnetic field. The spin
distribution in this case is slightly skewed toward the direction of
the magnetic field, resulting in a netto equilibrium magnetization
M, indicated by the large blue arrow. These images were taken
from [17].

angular frequency wy. Applying the RF pulse during a time interval At, flips the
magnetization over an angle @ = vBjAt, the flip angle. In most sequences, flip
angles are 90° or 180°.

2.1.4 Classical description of the magnetization vector

Let us consider the magnetization vector M from the moment the RF field By
is switched off, after it has been rotated over a certain arbitrary angle . Addi-
tionally, as a temporary assumption, let there be no interactions other than with
the external static magnetic field By directed along the z-axis. The macroscopic
magnetization M will experience a torque:

dM

— =M x Bo). (2:3)

10
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FIGURE 2.2: Evolution of magnetization M experiencing a static

longitudinal magnetic field Bg and a transversal time varying mag-

netic field By in the laboratory reference frame (left) and the ro-
tating reference frame (right).

The components along the =, y and 2-direction are given by:

dM, dM,
a Y dt

dM,
=0.
dt

= 7MxB0

A 4

(2.4)

Solving these differential equations results in an expression for the evolution of the

different components of the magnetization in time:
M, (t) = M3(0) cos(wrt) + M, (0) sin(wrt)

M,y (t) = My(0) cos(wrt) — M, (0) sin(wrt)
Mz(t) = MZ(O)‘

(2.5)

Eq.(2.5-2.7) denote that the macroscopic magnetization vector precesses around
the direction of the external magnetic field, as shown in Figure 2.3, with angular

frequency wy, = vBjp, the Larmor frequency.

11
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FIGURE 2.3: Schematic presentation of the torque on the macro-
scopic magnetization vector M caused by the external magnetic
field Bg

2.1.5 Relaxation back to equilibrium

In reality, the temporary assumption made in the previous section does not hold:
the magnetization M will return back to its equilibrium parallel to the static
magnetic field By due to interactions of the spins with their surroundings. This
is referred to as relaxation and it can be added phenomenologically to Eq.(2.3).
There are two distinct relaxation processes. On the one hand, the component of
M parallel to By, M,, restores to its equilibrium value My, governed by spin-
lattice relaxation, with time constant 7;. On the other hand, the components
perpendicular to Bg, M, and M, return to zero, mediated by spin-spin relaxation,
field imhomogeneities, and local differences in magnetic susceptibility, with time
constant T3

dM, My — M,

2.
dt T (28)
dM,,, M,
— Y — (M X Bg)gy — —2Y. 2.
dt ,}/( X 0) Y T2* ( 9)

Eq. (2.3), (2.8) and (2.9) are known as the Bloch equations [19].

The relaxation of the components perpendicular to the static magnetic field,
M, , is caused by a dephasing of spins. This dephasing is caused by local magnetic
field inhomogeneities which are two-fold. Firstly, moving electrons and nuclei cause
rapidly fluctuating magnetic field inhomogeneities leading to irreversible transverse

12
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relaxation called Ts-decay. Secondly, the static magnetic field By is also spatially
inhomogeneous, inherently and also due to differences in magnetic susceptibilities
in different tissue types. These inhomogeneities also lead to transverse relaxation,
yet reversible with sequence adjustments, as it is a constant process in time. If
both effects are considered, it is called T3 relaxation.

Spin-lattice relaxation or 7; relaxation of the longitudinal component of the
magnetization vector is caused by a combination of physical processes [20]. In order
for the longitudinal component of the magnetization to change, energy needs to be
exchanged with the surroundings (i.e., the lattice). The energy that is released is
transferred to the lattice as molecular vibrations (phonons). This interaction with
the lattice results in reorientations of magnetic moments, causing a redistribution
of the spins (similarly as the process described in section 2.1.2 when a static
magnetic field is suddenly switched on).

Relaxation times 717 and 75 vary among different tissue types and in certain
pathophysiological states. Furthermore, it is important to note that both 77 and
Ty relaxation times depend on the magnetic field strength; they are not inherent
biomarkers of a certain tissue type [21].

2.2 Image formation and readout strategies

Generating rotating transverse magnetization using an RF pulse, as described
above in section 2.1.3, allows for MR signal detection. However, such a signal is not
yet linked to a certain spatial location. Spatial encoding is essential to perform MR
imaging. It can be achieved by means of time dependent magnetic field gradients,
that vary linearly in space, in the three spatial directions: slice encoding, frequency
encoding and phase encoding, e.g. in the 2-, z- and y-direction, respectively.
Depending on the exact implementation of the slice encoding, two types of image
acquisition strategies can be distinguished: 2D and 3D readout.

2.2.1 2D readout

When a slice encoding magnetic gradient G, is applied along the z-axis, the
strength of the total magnetic field in a plane at location z is equal to By+ G, z. It
implies that the angular frequency of precessing spins becomes dependent on the
location z. When such a slice encoding gradient is applied simultaneously with
an RF pulse rotating at the Larmor frequency, that RF pulse will be off-resonant
for all spins at locations z # 0. In other words, only spins at z = 0, precessing
at the Larmor frequency, would be excited. In reality, an RF pulse has a finite
bandwidth Aw = yG,Az. Therefore, spins with frequencies wy, + Aw/2 will be

13
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excited in a slice with a thickness equal to Az. The slice position can be changed
by using RF pulses with a frequency w1 = wr, + dw, with dw a certain frequency
offset.

After slice encoding, application of specifically timed phase encoding gradients
Gy and frequency encoding gradients G, along the y- and z-axis allows to spatially
encode the MR signals within the excited slice [16,22]:

+oo +oo
S(ky, ky) = / / S(x,y) exp (—i2m(kyx + kyy)) dady, (2.10)
with S(z,y) the magnitude of the magnetization vector at a spatial location defined

by coordinates x and y. The wave numbers %k, and k, are equal to the temporal
integral of the magnetic gradient applied for spatial encoding;:

T

ke = - [ Gu(t)dt (2.11)
|
T

ky = Zr/Gy(t)dt, (2.12)
0

where T" equals the duration that covers the total time to acquire S(k,, k), inher-
ently assuming that G, (t) and G,(t) are only nonzero at specific times where the
respective gradients are switched on.

The MR signals S(k,, ky) are acquired in so-called k-space. It can be sampled
at multiple frequencies (k,k,) in order to obtain a 2D data set in k-space. As
Eq.(2.10) shows that the MR signal S(k;, ky) is the Fourier transform of the spin
density S(x,y), an image of the spin densities in the spatial domain can be obtained
by performing a 2D inverse Fourier transformation on the 2D data set in k-space
[23]. An example is shown in Figure 2.4.

Gradient and spin echo

Gradient echo and spin echo are two basic pulse sequences that lie at the basis of
more advanced pulse sequences commonly used in ASL. In Figure 2.5a, a pulse
sequence diagram is shown for gradient echo. A 90° pulse moves the magnetization,
in a certain slice, into the xy-plane for signal detection. After phase encoding,
using a certain gradient G, a gradient reversal on the frequency encoding axis
forms an echo of the free-induction decay signal [24], which is read out. The time

14
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FIGURE 2.4: An example of the acquired MR signals in k-space

on the left and its inverse Fourier transform, the MR image in

the spatial domain, on the right. Note that both the k-space and

real space image are originally complex valued, yet their respective
magnitudes are shown here.

between the excitation pulse and the time of readout is called the echo time (TE).
In this process, data is acquired for multiple wave numbers k, along a line in
cartesian space, linked to one k, wave number. By choosing different gradients
Gy (see the dotted lobes in Figure 2.5a), multiple lines in k-space can be sampled
(see Figure 2.5b).

90° .
RF
G
G, by
G J
signal "4%‘ >
ke
(a) (b)

FIGURE 2.5: (a) Pulse sequence diagram for gradient echo readout
(b) Schematic display of the way k-space is traversed using the
gradient echo readout scheme depicted in (a).
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A spin echo sequence contains a 90° excitation pulse and a 180° refocusing
pulse. The refocusing pulse reverses reversible relaxation effects of the transverse
magnetization, caused by spatial magnetic field inhomogeneities and differences in
magnetic susceptibilities between tissues, at the time of the echo. Therefore, gradi-
ent echoes are weighted by the factor exp(—TE/Ty*), while spin echoes are purely
weighted by the irreversible spin-spin relaxation effects (i.e., exp(—TE/T»)). A
diagram of the spin echo sequence is shown in Figure 2.6. More details concerning
gradient and spin echo sequences can be found in the work of Bernstein et al. [24].

90° 17\00

RE b ol

signal 4%‘

FIGURE 2.6: Pulse sequence diagram for spin echo readout.

Single-shot EPI 2D readout

When 2D readout is used in ASL, single-shot echo-planar imaging (EPI) is recom-
mended [1]. After excitation (i.e., slice selection), the entire 2D k-space is covered
by an efficient use of time-varying gradients G, and G,. The EPI readout strat-
egy is shown in Figure 2.7. After shortly switching on G, a line in the Cartesian
coordinate system is sampled during the application of G, (i.e., different frequen-
cies k, for a fixed frequency k). Subsequent lines for different k, are sampled by
applying the phase encoding gradient for a very short time in between the positive
and negative lobes of the frequency encoding gradient.

If data from multiple slices is required, the entire readout procedure can be
repeated, with slice excitation at different locations along the z-axis. Therefore,
2D readout methods are often referred to as multi-slice imaging techniques.

While EPI has the benefit of being extremely fast, it is prone to a range of
artifacts. The most prominent ones are ghosting and potential severe distortions,
both along the phase-encoding direction [24].

16
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FIGURE 2.7: (a) Schematic display of single-shot EPI readout (b)
Schematic display of the way k-space is traversed using the EPI
readout scheme depicted in (a).

2.2.2 3D readout

The excitation of a slice, as described for 2D readout above, can be performed for
a thicker slab. Indeed, the thickness of the excited volume Az = Aw/(vG.) can be
increased by increasing the bandwidth of the RF pulse or by reducing the gradient
G, applied during excitation. Once such a thicker slab is prepared, encoding is
performed in three orthogonal directions: phase encoding along the z-axis and
y-axis and frequency-encoding along the z-axis [24,25]. In that way, MR signals
are encoded in the three spatial directions within the excited slab:

+00 +00 +00
S(ke, ky, k) = / / / S(x,y, z) exp (=127 (kzx + kyy + k.2)) dedydz,

—00 =00 —O0

(2.13)

with k, the wave number corresponding to the temporal integral of the magnetic
gradient used for encoding along the z-axis. In this case, a 3D image of the spin
densities is obtained by performing a 3D inverse Fourier transformation on the
acquired 3D k-space data set.

Compared to 2D readout, 3D readout is more SNR-efficient because a much
larger volume is excited within a single excitation. When performing the discrete
3D inverse Fourier transformation instead of the 2D version, more k-space data
points contribute to the generation of each data point in the spatial domain. For
a formal comparison of the SNR efficiency between 2D and 3D readout, we refer
to section 11.6.1 in [24].
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3D GRASE readout

Segmented 3D readout, where a segment corresponds to a single excited slab as
described above, is the recommended imaging method for ASL. A very fast variant
is 3D gradient and spin echo (GRASE) [26], in which 3D k-space data is acquired
within a single shot. It is important to stress that the single shot refers to the
acquisition of data within the excited slab or segment. While a slab covers a
larger part of the object to be imaged compared to 2D readout, often, two or more
segments are still required to cover the entire object.

The single-shot 3D GRASE sequence is shown in Figure 2.8. After excitation,
a series of 180° refocusing pulses are timed together with a phase modulation of
all the spins in the slab, by switching on a gradient G, for a short time. This
process corresponds to sampling at a certain wave number k.. Between each set
of refocusing pulses, an EPI readout strategy is performed.

As is the case for EPI, GRASE readout also often results in ghosting artifacts
[24]. Additionally, different levels of Th-weighting at different times during readout
cause changes in the signal amplitude, which ultimately results in through-plane
blurring [1].
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FI1GURE 2.8: Schematic display of single-shot 3D GRASE readout
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Chapter 3

Arterial spin labeling:
recommended implementation

In this chapter, the entire process from labeling of arterial blood water to quan-
tification of CBF is introduced as recommended for clinical implementation of
ASL [1]. All relevant aspects of ASL signal generation and imaging are covered in
section 3.1. Perfusion quantification according to recommendations is described
in 3.2.

3.1 Signal generation and imaging

The consensus statement [1| on a recommended clinical implementation of ASL
perfusion MRI put forth by the ISMRM Perfusion Study Group and the European
Consortium for ASL in Dementia succeeded in distilling a go-to ASL experiment
from approximately 25 years of research. It forms a suitable basis for the introduc-
tion of the ASL technique. Instead of attempting to merely rewrite the relevant
parts of this publication, in the current chapter, each aspect of signal generation
and imaging is explicitly linked to potential effects on accuracy and/or precision
in the quantification step.

Before diving into the different facets of ASL signal generation and imaging,
the core concept of ASL needs to be defined. In ASL, acquisition of a so-called
label image consists of three subsequent parts: magnetic labeling of arterial blood
proximal to the brain, a delay time to allow the labeled blood to flow to the brain
tissue, and finally acquiring an image of the brain. Besides label images, control
images without prior labeling are acquired. The signal difference between control
and label images originates from the labeled spins delivered to the brain tissue by
perfusion, thus resulting in a perfusion-weighted image. A schematic overview is
shown in Figure 3.1.
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Readout Label image Control image Readout

Perfusion-weighted
difference image

No labeling

FIGURE 3.1: Schematic overview of the core concept on which
ASL is built.

3.1.1 Labeling

In arterial spin labeling, as the name of the technique suggests, arterial blood is
used as an endogenous tracer. The hydrogen nuclei of arterial blood water are
magnetically labeled using RF pulses. There are multiple methods to perform this
labeling, which are generally grouped in three classes: continuous labeling, pulsed
labeling and velocity or acceleration selective labeling. Continuous labeling meth-
ods can be further subdivided in true continuous labeling and pseudo-continuous
labeling. The latter has been put forth as the recommended labeling technique

1.

Overview of labeling techniques

Both in pulsed and continuous labeling, arterial blood is labeled proximal to the
imaging volume. In pulsed ASL (PASL), one or a limited number of RF pulses in-
vert the magnetization within a whole slab of tissue below the brain, which includes
the supplying large arteries [27-29]. In continuous labeling methods, labeling is
performed for a longer period (in the order of seconds) by applying continuous RF
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energy to a labeling plane which inverts the magnetization of arterial blood as it
flows through that plane, a process known as flow-driven adiabatic inversion. The
difference between continuous ASL (CASL) and pseudo-continuous ASL (PCASL)
lies in the way continuous RF energy is established. In CASL, adiabatic inversion
is established by means of a constant gradient and a constant RF pulse [5,30]. In
PCASL, the same effect as in CASL is created by a long train of slice-selective
RF and gradient pulses [31]. A schematic overview of both PASL and (P)CASL
is shown in Figure 3.2, which was taken from the consensus statement [1]. Note
that all labeling pulses are off-resonance with respect to the imaging volume.

Velocity and acceleration selective labeling use motion-sensitizing gradients to
generate label within the imaging volume [32,33|. These labeling techniques are
fundamentally different from PASL and (P)CASL, They fall outside the scope of
the contributions in this work and are therefore not discussed further.

Imaging
Volume

CASL/PCASL
Labeling plane

PASL
Labeling slab

FIGURE 3.2: A schematic overview of the spatial aspects of PASL
and (P)CASL. This figure was directly obtained from the ASL
consensus paper [1].

The advantages of PCASL

In comparison with PASL and CASL, PCASL combines the best of both worlds.
There are two distinct disadvantages to CASL. First, the long RF pulse leads to
magnetization transfer effects in the background tissue of the brain. As these
effects would not be present in the control image, this leads to significant errors
when subtracting the label image from the control image. Efforts to change the
pulse sequence to reduce magnetization transfer come at a cost of reduced labeling
efficiency. Second, the required continuous RF power can not be provided by RF
amplifiers in most MR scanners. PCASL achieves an equivalent labeling as CASL
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with limited magnetization transfer effects. Furthermore, it is compatible with
standard MR scanners.

PASL has the same advantages as PCASL compared to CASL. However, the
SNR of PASL is lower than that of PCASL for two reasons. First, the spatial
coverage of the RF coil limits the thickness of the labeling slab to 10-20 cm.
With typical mean arterial blood velocities of approximately 20cm/s in supplying
arteries, this limits the temporal duration of the labeled bolus to approximately
1 second. The temporal duration of a PASL bolus is equivalent to the labeling
duration chosen in PCASL. In PCASL, it is possible to create larger boli with
labeling durations longer than 1 second. As the ASL signal increases with the
label duration, this results in higher SNRs for PCASL compared to PASL. Second,
the labeling plane of PCASL is typically located near the distal end of the PASL
labeling slab. In PCASL, for the entire bolus, blood magnetization is inverted as
it flows through the labeling plane, while the entire bolus is inverted at one point
in time in PASL. The back end of the PASL bolus has to travel for a longer time
to the target tissue compared to the front end, causing the back end to have a
more decayed ASL signal due to T} relaxation. In PCASL, each part of the bolus
will have traveled an equal distance when reaching the target tissue, equivalent to
the distance traveled by the front end of the PASL bolus. Therefore, the PCASL
bolus undergoes less T} decay, resulting in a higher SNR.

In the remainder of this work, if not mentioned explicitly, PCASL labeling is
implicitly assumed.

The importance of the labeling duration

The choice of the duration of labeling in PCASL has a complex impact on the
eventual precision of estimation of perfusion parameters. On the one hand, the
ASL signal increases as the labeling duration increases. Note however that the gain
in signal increases diminishes for labeling durations larger than the T} of blood,
which has a population average of 1.65 s at 3.0 T [34], and plateaus around 4s [1].
On the other hand, the repetition time (TR) increases as the labeling duration
increases, which reduces the amount of label-control pairs that can be acquired
per unit of time. Both of these effects have inverse implications: longer labeling
durations increase the SNR, which has a positive effect on estimation precision,
yet they reduce the amount of label-control pairs per unit of time, which has a
negative effect on estimation precision.

In the consensus statement, a rather pragmatic choice of a labeling duration
of 1.8 s was made. It is clear however that the labeling duration is an acquisition
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parameter that can be optimized as a function of estimation precision. This option
was explored as part of a research contribution presented in Chapter 5.

3.1.2 Delay after labeling

In PCASL, the time between the end of labeling and the start of imaging is referred
to as the post-labeling delay (PLD). In the recommendations, it is advised to use
a single PLD of 1800 ms. That choice is based on the time it takes for the
bolus to travel from the labeling plane through the arterial vascular tree towards
a certain piece of tissue in a certain part of the brain, often referred to as the
arterial transit time (ATT). Like the CBF, the ATT is a biophysical parameter
that varies between different regions in the brain, between individuals and between
healthy and pathological tissue [35,36]. Typical values for ATT in gray matter
are between 500 and 1500 ms, while they are on average slightly higher in white
matter [1,35,37,38|. Thus, the recommended PLD is longer than most ATTs in
the population. This serves two main purposes. First, it allows the labeled bolus
to reach the capillaries in the tissue, largely avoiding remaining ASL signal in
large supplying arteries which would show up in the perfusion images as bright
spots, mimicking hyperperfusion. Second, it (theoretically) guarantees the arrival
of the entire bolus in the microcirculation of the target tissue throughout the
brain, reducing the dependence of perfusion quantification on the underlying local
ATT [39]. This point is more elaborately discussed in section 3.2.1, in which the
recommended quantification model is discussed.

In deep white matter and pathological tissue, the ATT can be longer than 1800
ms [1]. In that case, CBF estimates can become less reliable as the PLD would be
shorter than the ATT. In theory, one could choose the PLD even longer to meet the
conditions described in the previous paragraph. However, longer PLDs will come
at a further cost of reduced ASL signal due to T} decay. A PLD of 2000 ms was
recommended as a compromise between meeting the PLD>ATT requirement in
most cases and maintaining a sufficient SNR. Even so, the average ASL signal will
be higher for shorter PLDs. It can be debated whether meeting the PLD>ATT
criterion, which ensures ATT-independent quantification, weighs up against the
loss of ASL signal, which will reduce precision of perfusion quantification. This
dilemma is revisited in the discussion of the contribution in Chapter 6.

The choice of using PCASL with a single PLD, in what follows referred to
as single-PLD PCASL, is perhaps the most important aspect of the consensus
statement. It implies that the entire scan time is used to repeat the acquisition of
label-control pairs with fixed acquisition settings, often referred to as averaging.
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Indeed, it allows for pairwise subtraction of label and control images and subse-
quent averaging of the perfusion-weighted difference images. This averaging is of
vital importance, as the ASL signal in gray matter is typically of the order of 1%
of the background signal [1|. Therefore, when subtracting a single label from a
single control image pair, the ASL signal will be hardly distinguishable from the
noise. Averaging of multiple pairwise subtracted label and control images boosts
the SNR of the ASL signal.

3.1.3 Background suppression

As already briefly stated in the last paragraph of the previous section, ASL dif-
ference images generally suffer from a very low SNR. Background suppression is
a method to significantly increase the overall SNR of the ASL signal. Before ex-
plaining the concept of background suppression, the different noise components in
MR images need to be well understood.

Raw and physiological noise

When considering noise in MR, one generally considers thermal noise and scanner
induced noise components, which can be described as raw noise characterized by
a standard deviation oy. This noise is proportional to the static magnetic field
strength By and independent of the MR-signal intensity [40]. However, as shown by
Kriiger and Glover [41], there are also noise components that are signal-dependent,
denoted as physiological noise, described by a standard deviation op = ¢- .S, with
c a constant and S the MR-signal intensity. Such physiological noise is caused by
multiple factors, such as local motion artifacts caused by cardiac and respiratory
function and magnetic field modulations [41]. The total image noise can thus be
described by the following standard deviation [41]:

o=/o}+ % (3.1)

For a certain signal intensity S, which is constant over time in the case of repeated
acquisition of label-control image pairs when using a fixed PLD, the SNR can be
formally defined as [41]:

N
SNR— 2 SN (3.2)

\Jod+ 0% \/14 c2SNR2

with SNRy = S/o¢g the signal-to-raw-noise ratio in the absence of physiological
noise. The definition of SNR in Eq.(3.2), incorporating physiological noise, is often
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used in BOLD and ASL to define so-called temporal SNR [42,43]. In that case, the
underlying signal intensity as well as the standard deviation of the physiological
noise are averaged over a certain time course.

The rational for and concept of background suppression

Knowing that physiological noise scales with the image signal intensity, it can be
significantly reduced by suppressing the signal intensity. In the case of ASL, if the
background signal S in the label and control images (which is theoretically equal
in both images) can be suppressed without gravely affecting the ASL signal, it
could significantly increase the SNR of the ASL signal in the eventual difference
image. Indeed, if we assume the signal intensities in the unsubtracted images to
be Gaussian distributed, the SNR of the ASL signal can be written as:

SNRpgy = —OASL__ (3.3)

ﬂ- U%—FU?D

Clearly, the SNRgr, will increase as op, which scales with the background signal
S, reduces.

Such a background suppression can be achieved using a combination of a sat-
uration pulse and a certain number of inversion pulses applied to the imaging
volume [44,45]. By timing the inversion pulses correctly, the longitudinal magne-
tization of the background tissue will pass through zero at the time of readout.
There is a trade-off in the amount of inversion pulses. Increasing this amount
ensures suppression of the static tissue signal over an increasing range of 77 val-
ues. Unfortunately, due to inevitable imperfections in the inversion pulses, each
extra inversion reduces the ASL signal with approximately 5%. In order to bal-
ance this trade-off, background suppression with two inversion pulses is
recommended [1].

3.1.4 Readout
Recommended readout sequence

Segmented 3D sequences, such as 3D GRASE [26,46], are the recommended
readout method, followed by single-shot 2D multi-slice readout as a back-up
choice. Both the 2D EPI multi-slice and the 3D GRASE readout are described in
detail in sections 2.2.1 and 2.2.2, respectively. There are three main advantages of
segmented 3D readout compared to single-shot 2D sequences. First, as the entire
image is acquired in one excitation, background suppression can be maximal for the
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entire volume by timing it correctly with the readout excitation. In 2D readout
methods, there is an excitation for the acquisition of each slice. In that case,
background suppression can only be optimal in the first slice and will become less
effective in each subsequent slice. This can be considered the most important
reason for choosing 3D over 2D readout in ASL. Second, 3D acquisition is less
susceptible to magnetic field inhomogeneities. Finally, the total readout time for
a volume is generally lower for 3D readout. However, this effect is limited, as the
labeling duration and PLD take up most time of the TR. It is worth noting that
a considerable downside of 3D readout is its sensitivity to subject motion during
acquisition. Any movement that occurs during 3D readout, which takes 300-450
ms for whole-brain coverage using the recommended spatial resolution [43,47],
cannot be untangled afterwards in postprocessing. On the contrary, 2D multi-
slice sequences are virtually insensitive to motion as the acquisition time of each
slice is very short (~50 ms [47]).

Recommended spatial resolution

The intrinsically low SNR of ASL difference images can be partially mediated by
choosing a low spatial resolution for readout. Therefore, it has been recommended
to use a spatial resolution of 3-4mm in-plane and 4-8mm through-plane.
An obvious downside of a low spatial resolution is partial volume effects which
visually result in losing a lot of fine anatomical details in the ASL perfusion-
weighted images as well as in the quantified perfusion parameter maps. Correcting
for these partial volume effects (PVEs) in ASL has been actively studied [48-51].
While PVE correction is not a central topic in this thesis, it is a potential benefit
of combining ASL with super-resolution reconstruction, which has been explored
in one of the three main contributions of this thesis, discussed in detail in Chapter
7.

3.2 Perfusion parameter estimation

In most applications of quantitative MRI, a certain signal that changes over time
is sampled at multiple time points and quantitative parameters, which parameter-
ize the signal change over time, are estimated by fitting a suitable model to the
acquired data points. In that sense, the recommended single-PLD PCASL imple-
mentation is markedly different, as the dynamic PCASL signal is only sampled at
one point in time. From such data, only one parameter, the CBF, can be quantified
in a unique way. It also simplifies the estimation process drastically; data acquired
at one time point allows for parameter quantification by means of a closed-form
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expression between the data and the parameter to be quantified (section 3.2.1).
This has major implications on the accuracy and precision of quantification of the
CBF, which is discussed in section 3.2.2.

3.2.1 Quantification equation

When the assumption is made that the entire labeled bolus has arrived in the
tissue microvasculature, no label flows out through the venous vasculature and
the relaxation of the labeled spins is entirely described by the blood longitudinal
relaxation time, the CBF in a certain voxel can be quantified in PCASL as [1,52]:

AAS exp (%)

2a11,Spp <1 — exp (—ﬁ))

CBF = 6000 - : (3.4)

with A the blood/brain partition coefficient in mL/g, AS the averaged difference
between the label and control signals, T, the blood longitudinal relaxation time,
a the labeling efficiency, Spp the proton density signal (which is obtained from a
separately acquired proton density image), 7 the labeling duration, and the factor
of 6000 converting the units of the CBF from mL/g/s to mL/100g/min.

In essence, in (Eq.3.4), the relative single-PLD PCASL perfusion signal AS
is multiplied with a certain prefactor to obtain an absolute CBF estimate. This
quantification formula was deduced from a more elaborate perfusion model de-
scribed by Buxton et al. [52]. This deduction is described in detail in section 4.2.1
of Chapter 4, where different perfusion models are introduced.

Note that the recommended quantification model is independent of the ATT,
another local perfusion parameter. This is directly due to two assumptions men-
tioned in the first paragraph of this section: the entire labeled bolus has arrived
in the tissue microvasculature, i.e. the PLD is longer than the ATT (see section
3.1.2), and ASL signal relaxation is governed entirely by Tip.

3.2.2 Accuracy and precision of the recommended quantification

In order to quantify CBF from observations acquired at a single time point, all
parameters on the right side of Eq.(3.4) have to be either assumed as known or
acquired from another experiment. The PLD and labeling duration 7 are acquisi-
tion parameters that are known.The proton density signal is acquired as a separate
image. The remaining parameters are either fixed to population means, in the case
of T, and A, or to experiment repetition means, in the case of a. Indeed, in the
recommendations, the following assumptions are made: A = 0,9 mL/g, Ty, = 1.65
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sat 3.0 T, « = 0.85 [1]. As these parameters can vary significantly between
individuals or between repetitions of the experiment, they are a potential source
of bias. The effects of such a bias have been extensively studied in this work and
are discussed in Chapter 6.

The recommended quantification formula on its own is also a source of inaccu-
racy, as it is based on assumptions that are approximations of reality. Of course,
this comment will be true for any perfusion model to a certain degree, as it is
unlikely any model exactly describes the physiological underlying PCASL perfu-
sion process. Furthermore, especially in terms of the PLD, efforts have been made
in the recommended implementation to minimize bias when quantifying the CBF
with the equation above. Nonetheless, single-PLLD PCASL is vulnerable to under-
or overestimation of CBF, especially when the ATT varies over a large range in a
subject or in the studied population [53,54].

While single-PLD PCASL quantification clearly suffers from potential low ac-
curacy, its strong suit is a high precision. Repeated measurements of label-control
pairs at the same time point greatly increase the SNR of the ASL signal in the
eventual averaged ASL difference image AS. As all other parameters on the right
hand side are known or assumed to be known, error propagation dictates that the
precision of CBF quantification scales with the SNR of the averaged ASL difference
image.

An alternative to single-PLD PCASL acquisition and quantification is the ac-
quisition of ASL data at multiple time points. This allows a sampling of the
dynamic evolution of the ASL signal. To such data, a perfusion model can be fit.
In general, such models entail fewer assumptions compared to the recommended
quantification formula above, thus leading to a more accurate estimation of CBF.
However, it requires the estimation of other (perfusion) parameters alongside the
CBF when fitting the model to the multi-time-point data. Increasing the amount
of parameters to be estimated usually comes at a cost of precision. Note that
the previous sentence is not a hard statement. Indeed, it is difficult to theoret-
ically compare the precision of CBF estimation from single-delay ASL data to
CBF estimation from multi-delay ASL data, as estimation would be performed on
different data sets. This point is revisited in Chapter 6. Nonetheless, when consid-
ering single-delay or multi-delay ASL methods, the balance between accuracy and
precision of CBF estimation takes center stage. In the next chapter, multi-delay
PCASL methods are introduced.
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Chapter 4

Multi-delay arterial spin labeling

In light of the accuracy-precision trade-off in quantitative ASL studied in this work,
multi-delay ASL acquisition strategies have been explored. These are introduced in
section 4.1. An overview of perfusion models, varying in complexity, describing the
dynamic PCASL signal is given in section 4.2. Parameter estimation techniques,
using a certain perfusion model and given a certain multi-delay PCASL data set,
are described in section 4.3.

4.1 Signal generation and imaging

Acquiring ASL data using a single delay after labeling is arguably the most impact-
ful recommendation in [1] with regard to the accuracy and precision of perfusion
parameter quantification. An interesting alternative to single-PLD PCASL is a
multi-delay version where, instead of averaging PCASL data acquired at a single
time point, the ASL perfusion process is sampled dynamically at multiple time
points. A recent discussion about a potential follow-up white paper at an ASL
workshop at the University of Michigan! (March 2019) suggested that at least part
of the ASL community entertains the idea of evolving in the direction of acquisi-
tion at multiple PLDs. There are two main ways of sampling the PCASL signal
at multiple delays: multi-PLLD PCASL and time-encoded PCASL. Both sampling
methods play an important role in this work and are discussed below.

4.1.1 Conventional multi-delay implementation

The conventional way of sampling the PCASL signal at multiple time points ¢;
is by changing the PLD for subsequent acquisitions of label-control pairs, usually
referred to as multi-PLD PCASL [55,56]. In order to also sample the PCASL
signal as it flows through the macrovasculature and while only part of the bolus

"http://fmri.research.umich.edu/events/ASL19_program.pdf
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has reached the microvasculature, one can also shorten the labeling duration. By
choosing smart combinations of the labeling durations and PLDs, the evolution of
the PCASL signal can be visualized. An example is shown in Figure 4.1. In the
top left image, the labeled bolus has not yet reached the structures in the trans-
verse slice. The next four images display the potential of (PC)ASL to provide
angiographic information as it mainly shows the labeled bolus travelling through
the arterial macrovasculature. The last four images clearly visualize the (final
part of the) perfusion phase; the entire labeled bolus has arrived in the tissue
microvasculature where labeled arterial water eventually exchanges from the cap-
illaries into the tissue compartment. In this phase, no more fresh labeled spins
arrive, therefore, the PCASL signal decays due to T relaxation.

FIGURE 4.1: A transverse slice of ASL difference im-

ages, i.e. the result of the subtraction of a label and

control image, acquired at 9 different time points, t =

{0.50,0.94,1.38,1.82,2.26,2.70, 3.14, 3.58,4.02} s, during the evo-

lution of the PCASL signal. The chronological evolution of the

PCASL signal starts at the top left image and ends at the bottom
right.
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As mentioned in the first chapter, we are interested in the ability of PCASL
to visualize the perfusion process. A single voxel containing gray matter can be
chosen from the transverse slice shown in Figure 4.1. In Figure 4.2, the PCASL
signal in that particular voxel is shown for the 9 time points visualized in Figure
4.1 and for 10 additional time points. It shows the typical shape associated with
the dynamic evolution of a PCASL signal. In a first phase, the signal increases
in time as the labeled spins flow into the tissue microvasculature. In the second
phase, when all labeled spins have arrived in the voxel, the signal decreases as
T7 relaxation takes over. The temporal width of the first phase is approximately
equal to the labeling duration 7, which was equal to 1.8 s in this experiment. Note
that for acquisition of data at time points ¢; < 1.8 s, the labeling duration was
shortened and combined with a very short PLD. This method allows the sampling
of the PCASL signal at any time point ¢;. This point is more elaborately discussed
in section 5.2.1.

AM
*

FicUre 4.2: PCASL difference signal acquired at multiple time
points in a voxel containing gray matter. It shows the evolution
of the signal for a bolus with a labeling duration of 7 = 1.8 s.

An important consequence of acquiring PCASL data at multiple time points is
the fact that, for each time point, fewer (or no) averages can be acquired compared
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to single-PLD PCASL, assuming a fixed total scan time. Therefore, the eventual
(averaged) difference images at each time point in multi-PLD PCASL will be more
noisy compared to the single-PLD PCASL difference image. In a clinical context,
where ASL is often used without quantification, this is an important downside of
multi-PLD PCASL.

4.1.2 Time-encoded arterial spin labeling

An alternative to sample the PCASL signal at multiple time points is time-encoded
PCASL (te-PCASL), first introduced by Giinther [57|. Where in single- or multi-
PLD PCASL separate label and control images are acquired, this is no longer the
case in te-PCASL. The time reserved for the labeling (or control) block and for the
PLD is replaced by a series of ‘time blocks’ that are either used for labeling or for
the control condition. In Figure 4.3, a multi-PLD acquisition scheme is contrasted
with a time-encoded scheme. Selection of a label or control block is not random,
as it may look like at first; it is Hadamard encoded. A Hadamard matrix is anxn
square matrix with elements equal to either -1 or +1 and whose rows are mutually
orthogonal [58]. The order of a Hadamard matrix can only be 1, 2 or a multiple
of 4. In te-PCASL, a label block is chosen for each +1 entry and a control block
for each -1 entry. Note that the first column of the Hadamard matrix is not used
for te-PCASL encoding.

The n images acquired after applying a mixture of label and control blocks
on their own are not interpretable. However, with certain linear combinations of
the obtained images, the PCASL signal related to a block in a certain column can
be filtered out. It is for this reason the label and control blocks are Hadamard
encoded. Isolating the signal related to the label- and control-blocks in the first
column of the te-PCASL encoding matrix is visualized in Figure 4.4. By choosing
different linear combinations, this process can be repeated for each column. In that
way, n — 1 PCASL difference images are obtained. Such an image has a labeling
duration equal to the temporal duration of the block in the respective column and
an effective PLD equal to the duration between the end of the respective block and
the beginning of readout. Furthermore, it can be seen as an ‘averaged’ difference
image, as the labeling and control condition is repeated n/2 times. In short, by
acquiring n images using time-encoded PCASL, one ends up with n — 1 PCASL
difference images at n — 1 different effective PLDs.

The time-encoded acquisition scheme shown in Figure 4.3b has a fixed block
duration over all columns. The block duration can however be chosen differently
in each column [59]. A very interesting option, shown in Figure 4.5, is the so-called
‘free-lunch’ encoding scheme [59]. It is an elegant extension of the conventional
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FIGURE 4.3: A multi-PLD PCASL protocol (a) contrasted with a

time-encoded PCASL protocol (b). A pseudo-continuous labeling

and control time block are presented by a gray and white block, re-

spectively. This visualization is heavily based on the visualization
made by Teeuwisse et al. in [59].

single-PLD PCASL protocol. Instead of simply waiting a certain time between
labeling and readout, the PLD is filled up with a series of label-control blocks
following a Hadamard matrix, as described above. By recombining the acquired
images, one obtains an averaged difference image (from the first column in Figure
4.5) as one would obtain from conventional single-PLD PCASL data, with the same
SNR [59]. Yet, on top of that, isolating the signals from the free-lunch columns
will allow estimation of the ATT, which is an interesting parameter on its own
and allows for a more accurate quantification of the CBF. The potential benefit
of this ‘free’ extra information has also been studied in a population context in
the contribution described in Chapter 6. In general, the durations of the blocks in
each column can be seen as optimizable parameters with respect to the precision
of estimation of perfusion parameters [60].



Chapter 4. Multi-delay arterial spin labeling

|+ ++ | ++ |

I

+

| Effective Post-labeling delay (PLD) | Diff image 1

FIGURE 4.4: The difference signal related to the label and control
time blocks in the first column can be isolated by choosing a certain
linear combination of the 12 acquired images. In all columns but
the first one, for each label (or control) block that is added, there
is a label (or control) block subtracted, using the additions and
subtractions shown on the left of the figure. The PCASL signals
related to labeling blocks in these columns are cancelled out. In
the first column, all control time blocks are added, while all label
blocks are subtracted. Therefore, this linear combination results
in a PCASL difference image equivalent to averaging 6 difference
images from conventionally acquired label-control pairs with a la-
beling duration equal to the length of the time block in the first
column and with an effective PLD as shown at the bottom of the
figure. Using different linear combination of the acquired images,
the difference signal related to each column, each with a different
effective PLD, can be isolated.

4.1.3 Pros and cons of multi-delay and time-encoded ASL

As multi-PLD and time-encoded PCASL allow for sampling of the PCASL sig-
nal at multiple time points throughout its dynamic evolution in time, perfusion
parameter can be quantified by fitting a model to the data in both cases. There
are however some notable differences that will impact the SNR, the estimation
accuracy and estimation precision.

An advantage of time-encoded PCASL that is often mentioned is the fact that
fewer images are needed to sample the PCASL signal at a certain amount of PLDs
compared to multi-PLD PCASL. Indeed, only n time-encoded PCASL images
are needed to obtain PCASL signals at n — 1 effective PLDs, while 2 x (n — 1)

34



4.1. Signal generation and imaging

) coe 1|
[ . BN e e
I | e 0 [ e
[ [ N | N Bl e |
== e Eel oo
l [ [ NN ] imagee |
1IN @ I e o
[ B P T
| B RN oo |
L B N s e
I e
I B | | ] imaged2 ]

FIGURE 4.5: Free-lunch time-encoded PCASL protocol. A

pseudo-continuous labeling and control time block are presented by

a gray and white block, respectively. This visualization is heavily
based on the visualization made by Teeuwisse et al. in [59].

images would need to be acquired with multi-PL.D PCASL for data at n—1 PLDs.
Furthermore, noise propagation is different between multi-PLD and time-encoded
PCASL. Assuming that the noise in an acquired label, control or time-encoded
image is white and normally distributed with zero mean and a standard deviation
o, the PCASL signal for a certain (effective) PLD is corrupted with normally
distributed zero mean noise with a standard deviation of v/2¢ for multi-PLD
PCASL, and (2/+/n)o for time-encoded PCASL [61].

This gives the impression that time-encoded PCASL only has benefits com-
pared to conventional sequential multi-PLD PCASL; fewer images need to be
acquired for the same amount of covered PLDs and there is less noise per recon-
structed image. However, these advantages would only play out one-to-one if the
labeling durations and (effective) PLDs are chosen the same in both multi-PLD
and time-encoded acquisition schemes. In reality, entirely different multi-PLD
schemes can be chosen, for example the acquisition of fewer images with longer
labeling durations. Longer labeling durations will, on average, result in larger
PCASL signals. In general, the complete freedom in choosing a combination of a
labeling duration and a PLD is a significant advantage of sequential multi-PLD
PCASL acquisition. Time-encoded PCASL is much more rigid; once the time be-
tween the start of the first block and the start of readout is set, only the relative
block durations can be changed.

The advantages and disadvantages mentioned in the previous paragraphs can
be summarized by comparing the multi-PLD and time-encoded PCASL acquisition
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scheme with the same total acquisition time in Figure 4.3. Even though the multi-
PLD PCASL acquisition scheme in Figure 4.3a would result in fewer PCASL data
points with higher noise compared to the time-encoded PCASL acquisition scheme
in Figure 4.3b, the signal will on average be significantly larger in the multi-PLD
PCASL scheme due to the much longer labeling durations.

In short, the interplay between effects of the length of the labeling duration, the
amount of images, noise propagation in the images, the choice of PLDs in both
sequential multi-PLD and time-encoded PCASL on one side and the effects on
perfusion parameter estimation accuracy and precision on the other side is very
complex. Comparing certain time-encoded and multi-PLD PCASL acquisition
schemes in terms of perfusion parameter estimation accuracy and precision has
already been performed [60, 62|, but is still a subject of ongoing research and
validation.

4.2 Perfusion models

After acquisition of PCASL data at multiple time points, perfusion parameters
can be quantified by fitting a suitable model to the data. Perfusion parameter
estimation consists of selecting both a suitable model and a suitable estimator.
In this section, we will explore the former. Besides their use in quantification,
perfusion models also play a central role in this work in terms of simulations.
In certain simulation experiments, it is of interest to simulate PCASL data as
realistic as possible, which requires models with higher complexity compared to
typical quantification models. Throughout the past 25 years, a plethora of models
have been introduced with varying levels of complexity. In this section, the models
that were explored in light of the contributions of this work are introduced.

4.2.1 Single-compartment model

The most simple model describing the PCASL signal is the single-compartment
model. The central assumption in this model is that, when the magnetically
labeled water molecules reach the tissue voxel, there is unrestricted transfer of
water molecules between the blood compartment and the tissue compartment.
In other words, upon arrival in the tissue voxel, there is an immediate equal
concentration of labeled water molecules in the blood compartment and the tissue
compartment. Therefore, the tissue voxel can be seen as a single compartment.
This concept is visualized in Figure 4.6.

The single-compartment dynamics can be described in two ways: using modi-
fied Bloch equations [5,63| or by convolving a labeled spin bolus function with a
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tissue response function [52]. Both options have been consistently used to create
ASL models of different complexity throughout the years. Therefore, derivation of
the single-compartment model using these two methods, described below, forms a
solid basis to introduce more complex models in following sections.

tissue voxel

arterial venous
blood blood

(—[0 (=0

FIGURE 4.6: Schematic diagram of the single-compartment model.
This figure is heavily based on a visualization made by Parkes and
Tofts in [63].

Derivation from modified Bloch equations

In section 2.1.5 of the general introduction to MRI, the Bloch equation (Eq.(2.8))
describing the change in longitudinal magnetization was introduced. Let us repli-
cate this Bloch equation for a certain longitudinal magnetization M, in a certain
tissue voxel:

dM.(t) My — M.(t)
e Ty ’

(4.1)

with T74 the tissue longitudinal relaxation time. In PCASL, labeled spins will enter
and leave the tissue voxel with a perfusion rate f. Considering the assumption
of a single, well-mixed compartment described above, Eq.(4.1) can be modified to
incorporate the inflow and outflow of magnetization [5,63]:

dM(t) _ Mo — M. (1)

o= T fmalt) - fmu(e), (42)
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with m4(t) the inflowing magnetization from the labeled bolus and m,(t) the
venous outflow of labeled spins. The unrestricted and instantaneous equilibration
of the concentration of labeled spins between the vascular and tissue compartment
upon entry of the labeled bolus in the tissue voxel implies that the outflowing blood
has the same concentration of labeled spins as water in the tissue voxel [52]. The
outflowing magnetization therefore scales with the tissue magnetization, weighted
with the ratio of water contents between tissue and blood A [52,63]:

dM.(t) _ My — M.(t)

M.(1)
dt Ti '

A

+ fma(t) - f (4.3)
This ratio A is usually referred to as the blood-brain partition coefficient of water.
Knowing that in (conventional) ASL a label image is subtracted from a control
image, Eq.(4.3) can be changed to [63]:

WMD) My — M (1)

dt T+

M:(t)
N

+ Afmg(t) — Af (4.4)
where A represents the signal difference between the control and label image.
Under the reasonable assumption that My, T1;, A and f do not change between
the acquisition of both images, Eq.(4.4) can be rewritten as:

dAM.(t)  AM(t) AM(t)
e T L O (45)
=AMLY Ao, (4.6)
Tl

with 1/7] = 1/T1; + f/A. This differential equation can be solved if Am,(t), the
difference in arterial magnetization flowing into the tissue voxel between the label
and control image, is known. If uniform plug flow is assumed for the labeled bolus
as it travels from the labeling plane to the tissue voxel, it can be described as [52]:

0 t <At
Amg(t) =  2Mppa exp (—%) At <t <At+T (4.7
0 t>At+ T,

with 7 the pseudocontinuous labeling duration, At the arterial transit time be-
tween the labeling plane and the tissue voxel, My, the equilibrium magnetization
of arterial blood in a unit voxel, and « the inversion efficiency of the labeling. The
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factor exp(—At/Typ) describes the magnetization loss due to longitudinal relax-
ation in the arterial blood compartment during the travel time from the labeling
plane to the tissue voxel. Note that the factor 2 originates from the fact that
Eq.(4.7) describes the difference in magnetization between the label and control
image, which is equal to twice the equilibrium magnetization of blood at ¢t = 0 due
to the 180° inversion of the arterial magnetization at the labeling plane. When
Eq.(4.7) is used in Eq.(4.6), the following expression is found for the difference
magnetization:

0 t <At
AM(t) = 2Mopa fT] exp —At (l—exp (—t_,At>) At <t<At+r
Tip T}
t t—At T
2Mopa fTY exp —7, ) €xp (— 7 ) (exp (_T{) — ) t>At+ T,
(4.8)

which is commonly referred to as the single-compartment model (SCM). It consists
of three distinct phases: no signal as long as the labeled bolus has not yet reached
the tissue voxel (¢t < At), a build-up of the PCASL signal as labeled spins flow into
the tissue voxel (At < t < At + 7), followed by a phase where the entire labeled
bolus has arrived in the tissue voxel and longitudinal relaxation exponentially
decays the PCASL signal (¢ > At + 7). An example is shown in Figure 4.7.

Typical values for the different parameters in Eq.(4.8) in the general population
are given in Table 4.1.

Parameter Parameter distribution
cerebral blood flow f [mL/100g/min] N(53.9,11.0) [64]
arterial transit time At [s] N(0.82,0.15) [35,38]
labeling efficiency « | | N(0.80,0.06) [65,66]
N( )
N( )

longitudinal relaxation time of blood Ty [s] 1.65,0.12) [67-69]
longitudinal relaxation time of tissue 714 [s] 1.45,0.14) [70]

TABLE 4.1: Normal distributions of the SCM parameters rep-

resentative for their distribution in the general population. The

distributions for f, At and T}, are representative for the GM tissue

type, specifically. A normal distribution is described as N (u, o)

with p the mean and o the standard deviation; a uniform distri-

bution is described as U(l,u) with [ and u the lower and upper
bound, respectively.
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FIGURE 4.7: An example of the difference magnetization AM as
a function of time ¢ according to the single-compartment model
for a labeling duration 7 = 1.8 s. Physiological parameters were
chosen to represent a gray matter voxel: f = 50 mL/100g/min,
At =0.6s, Ty; = 1.4 s, Ty, = 1.65 s, A = 0.9. Values for T; and

T1p are given assuming a static magnetic field strength By = 3.0
T. Also, a and My, were assumed equal to 0.85 and 1, respectively.

Derivation from convolution approach

Another approach to describe the dynamics of the PCASL signal is by means of
a convolution of a labeled spin bolus function, often also referred to as the deliv-
ery function or arterial input function (AIF), with a tissue impulse response (or
residue) function (IRF). This method was first introduced for single-compartment
kinetics by Buxton et al. [52]. The idea is summarized in the theoretical part
of [52]: "We can develop a general kinetic model for AM(t) by considering this
magnetization difference to be a quantity of magnetization that is carried into the
vozel by arterial blood. Then, the amount of this magnetization in the tissue at
time t will depend on the history of delivery of magnetization by arterial flow and
clearance by venous flow and longitudinal relaxation. These various physical pro-
cesses can be described by defining three functions of time: (a) the delivery function
c(t) is the normalized arterial concentration of magnetization arriving at the voxel
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at time t; (b) the residue function r(t,t") is the fraction of tagged water molecules
that arrived at time t' and are still in the vozel at time t; and (c) the magnetization
relazation function m(t,t') is the fraction of the original longitudinal magnetiza-
tion tag carried by the water molecules that arrived at time t' that remains at time
t. With these definitions, AM (t) can be constructed as a sum over the history of
delivery of magnetization to the tissue weighted with the fraction of magnetization
that remains in the vozrel." This last sentence literally describes a convolution. The
difference in magnetization between the label and control image at a time t can
thus be described as [52]:

AM(t) = 2Myyarf / o(UYr(t — ym(t — )dt, (4.9)
0

with 2Mppafe(t’) the amount of arterial magnetization delivered to the tissue
voxel between t' and t + dt’, and r(t — t')m(t — ¢') the amount of magnetization
still present at time ¢. The integral in Eq.(4.9) describes a convolution:

AM(t) = 2Moparf [e(t) = [r(t)m(t)]] . (4.10)

The exact same assumptions related to the single-compartment concept are made
as in the method with modified Bloch equations. Firstly, the labeled bolus is de-
livered to the tissue voxel by means of uniform plug flow, resulting in the following
delivery function:

0 t <At
c(t) = ¢ exp (—%) At <t <At+T (4.11)
0 t>At+ .

Secondly, as the entire voxel is seen as one compartment, there is instantaneous
and unrestricted exchange of water between blood and tissue. The concentration
of labeled water molecules in tissue is therefore equal to the concentration in the
venous outflow. Therefore, the fraction of labeled water molecules remaining in
the tissue voxel is directly related to venous outflow of labeled water in single-
compartment kinetics, weighted with the blood-brain partition coefficient: r(t) =
exp(—ft/A). Finally, it is assumed that all labeled water instantaneously resides
in tissue upon arrival in the tissue voxel. Magnetization therefore decays with
the tissue longitudinal relaxation time: m(t) = exp(—t/T1¢). If these expressions
for ¢(t), r(t) and m(t) are used in Eq.(4.10), the exact same single-compartment
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model (SCM) is found as in Eq.(4.8), which was derived from the modified Bloch
equation.

In Eq.(4.10), 2Mypafe(t) and r(t)m(t) are the aforementioned AIF and IRF,
respectively, in case of single-compartment kinetics. Both for the AIF and the
IRF, more complex functions can be chosen that describe the underlying
physical reality more accurately. Therefore, this convolutional approach
is most suitable for gradually increasing the complexity of the signal
model. This is explored in the following sections.

Recommended implementation

Before going into more complex models, it is interesting to shortly discuss the
link between the single-compartment model and the recommended single-PLD
PCASL quantification equation (Eq.(3.4)). Two major extra assumptions are
made. Firstly, it is assumed that the entire labeled bolus has arrived in the
tissue voxel, i.e. the PLD is longer than the arterial transit time At. Know-
ing that PLD =t — 7, PLD>At implies that the PCASL signal is described by
the third regime of Eq.(4.8). Secondly, where for the single-compartment model
the assumption is made that the labeled water molecules instantaneously cross
the blood-brain barrier into the tissue upon arrival in the tissue voxel, the exact
opposite is assumed in the recommended quantification model: the labeled spins
remain in the blood compartment within the tissue voxel, assuming the blood ves-
sels are impermeable. In that case, the difference magnetization decays with the
blood longitudinal relaxation time 77, instead of T7;. With these two assumptions,
Eq.(4.8) simplifies to

AM(t) = 2Mopa f Ty, exp (—?j}) exp (—t ;let> (exp (—Tle> — 1) (4.12)

t —
= 2Mopa fT1p exp <— leT> <1 — exp (13;7)) (4.13)

This is also referred to as the single blood-compartment model [63]. With PLD =
t — 7 and My, approximated by the equilibrium magnetization in the tissue voxel
divided by the blood-brain partition coefficient, i.e. My, = Slpp/A, rearranging
Eq.(4.13) to the CBF f will result in the recommended quantification formula
(Eq.(3.4) in the previous chapter).
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4.2.2 Multi-compartment models

In single-compartment kinetics, it is assumed that the tissue voxel can be seen
as one well-mixed compartment with unrestricted movement of labeled water
molecules between the sub-compartments in the voxel. In reality, movement of la-
beled spins is restricted. Within the voxel, labeled water often has to flow through
remaining impermeable arterial microvasculature before reaching the capillaries
where exchange with the tissue can occur [37,39,71,72|. Furthermore, diffusion
of labeled water from blood to tissue in capillaries is not fully unrestricted; the
permeability of capillaries for water is finite [63,73,74]. These effects can be ac-
counted for in the convolutional approach by making changes to the IRF. Note
that throughout this subsection, we assume the AIF to be unchanged as defined
in the previous subsection: 2Moafc(t) with ¢(t) given by Eq.(4.7).

Two-compartment model

To recap, the IRF in case of single-compartment kinetics where labeled molecules
move freely between the blood and extravascular compartment of the tissue voxel
is given by:

g(t) = exp <_TH - A) . (4.14)

Moving freely between the blood and tissue compartment is equal to an infinite
permeability of the blood-brain barrier to water. In reality, this permeability
is finite. Taking this into account requires a model that treats the blood and
extravascular compartment as separate entities: a two-compartment model (Figure
4.8).

If we assume that water can diffuse to the extravascular compartment in all
parts of the blood compartment in the tissue voxel and that the labeled water
molecules do not flow back into the blood compartment before they have fully
relaxed (single-pass approximation), the IRF can be written as follows |74, 75]:

grem(t) = Bexp (—&) + (1 — B) exp <—t (Ttl + T11b>> ; (4.15)

with 8 = 1/(1+ Terans(1/T1e — 1/T1¢)), and Tirans the blood-to-tissue water transit
time, reflecting the finite permeability of the blood-brain barrier to water. The
blood-to-tissue water transit time is equal to the distribution volume of the labeled
molecules in capillary space V. divided by the product of the permeability P with
the surface S of the capillaries [63,74] Tirans = Ve/(PS). It is often also referred
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FIGURE 4.8: Schematic diagram of the two-compartment model.
This figure is heavily based on a visualization made by Parkes and
Tofts in [63].

to as a blood-to-tissue exchange rate of water, the inverse of Ti;ans, and denoted
as ke in |74] or k,, in [37].

Note that in Eq.(4.15), it is also implicitly assumed that the venous outflow
of labeled spins out of the tissue voxel is negligble, which is supported by typical
human blood flow rates [63,74]|. This becomes evident when we go back to single-
compartment kinetics, implying infinite permeability and thus 7i;ans going to zero
and f going to unity in Eq.(4.15). The only term that would remain in Eq.(4.15)
is exp(—t/Ty1;). This is not equal to the single-compartment IRF, described by
Eq.(4.14), as it contains the extra factor exp(—f/A). However, this factor is di-
rectly related to the venous outflow. It is equal to unity if the same assumption
of negligible venous outflow of labeled spins is made in the single-compartment
theory.

The two-compartment model (TCM) for the difference magnetization can be
formally written as:

AM(t) = 2Mopefle(t) * grom ()], (4.16)

with ¢(t) as defined in Eq.(4.7) and gpcym(t) as defined in Eq.(4.15). The analytical
expression for this convolution can be found in [37] as the five-parameter model
with the arterial microvasculature transit time set to zero. The exact same model
can also be obtained using modified Bloch equations. Parkes et al. [63] solved
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two-compartment Bloch equations by using their simplified solution neglecting
backflow, which is equivalent to the single-pass assumption described above, and
assuming no venous outflow.

In Figure 4.9, the TCM is contrasted with the SCM. For the same parameters,
the TCM predicts a larger difference magnetization signal than the SCM. This is
due to the fact that the labeled molecules stay longer in the blood compartment,
where they relax slower towards equilibrium, as 77y is typically longer than Ti;.
It is also worth noting that, compared to the SCM, the TCM only has one extra
parameter: Tirans, With typical values between 0.3 and 3.6 s [75-77].
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FIGURE 4.9: An example of the difference magnetization AM
as a function of time ¢ according to the SCM and TCM for a
labeling duration 7 = 1.8 s. Physiological parameters were chosen
to represent a gray matter voxel: f = 50 mL/100g/min, At = 0.6
S, Tirans = 1.5 s, T1y = 1.4 s, Ty, = 1.65 s, A = 0.9. Values for
Ti: and Ty, are given assuming a static magnetic field strength
By = 3.0 T. Also, a and My, were assumed equal to 0.85 and 1,
respectively.
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Multiple blood compartments

Apart from accounting for a finite permeability in the capillaries, the blood com-
partment in a typical tissue voxel also contains an arterial and venous microvas-
cular part before and after the capillaries, respectively. In these parts, the vessels
are impermeable. The two-compartment IRF, given by Eq.(4.15), can be ex-
panded to take the arterial and venous microvascular compartment into account.
St. Lawrence et al. [74] derived such an IRF, again assuming the above described
single-pass approximation, for the tissue-capillary-venous unit. If we also include
the arterial microvascular compartment, the multi-comparment IRF is given by:

P <_TL1b) t <7,

aen(t) = Bexp (—ﬁ) + (1 —p)exp (— mlans + ﬁ) t) Ty <t < Ty +Ts
BERexp (—7- ) + (1 — E)exp 7TLH> B .
BERexp _T%b ot Tod Ty <1,

(4.17)

with 74, 7. and 7, the transit times through arterial, capillary and venous space,
respectively, Egr = 1 — exp(—PS/f — 0R7.), with 6R = 1/Ty, — 1/Ty;, and E =
1 —exp(—PS/f).

As with the single- and two-compartment IRF, the multi-compartment model
(MCM) can be defined by convolving Eq.(4.17) with the AIF for uniform plug flow.
The MCM contains three extra parameters with regard to the TCM: the transit
times 7,, 7. and 7,. Realistic values for 7. and 7, are often chosen by equating the
transit time to the ratio of the blood compartment volume (V. and V,,, respectively)
and the local blood flow f [74]. Distributions of the extra parameters in the MCM
in the general population are shown in Table 4.2. The MCM is again compared to
the previous two models in Figure 4.10. It is clear that the difference in predicted
magnetization between the MCM and the TCM is very limited.
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FIGURE 4.10: An example of the difference magnetization AM as
a function of time ¢ according to the SCM, TCM and MCM for a
labeling duration 7 = 1.8 s. Physiological parameters were chosen
to represent a gray matter voxel: f = 50 mL/100g/min, At = 0.6
S, Tgrans = 1.58, Ty = 148, Ty, = 1.65s, A = 0.9, 7, = 1.0 s,
V. = 3 mL/100g, V,, = 3 mL/100g. Values for T1; and T3, are
given assuming a static magnetic field strength By = 3.0 T. Also,
« and My, were assumed to be 0.85 and 1, respectively.

Parameter Parameter distribution

arterial microvascular transit time 7, [s] 1(0.30,1.00) [78-80]

tracer capillary  distribution  volume V. | 44(2.0,4.0) [63,81]
[mL/100g]

tracer venous distribution volume V,, [mL/100g| | 24/(1.0,3.0) [82,83]

TABLE 4.2: The prior distribution of the extra MCM parameters

in GM in the general population. A normal distribution is de-

scribed as N (i, o) with p the mean and o the standard deviation;

a uniform distribution is described as (I, u) with [ and u the lower
and upper bound, respectively.
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4.2.3 Dispersion effects

The delivery of the labeled bolus to the destination voxel is described by the AIF.
In all previously introduced models, uniform plug flow is assumed, resulting in a
box-car shaped AIF in the case of pseudocontinuous labeling (as already discussed
in section 4.2.1):

0 t <At
a(t) = ¢ 2Mppaf exp (—%) At <t<At+7 (4.18)
0 t> At + 7.

In reality, flow in arteries is laminar, bifurcations of arteries disturb the blood
flow and labeled water molecules undergo diffusion within the blood. All these
effects, commonly referred to as dispersion effects, change the shape of the bolus
as it passes through the arterial vasculature (Figure 4.11). Therefore, the shape
of the bolus when it arrives in the tissue voxel will be different from the box-car
shape it started with at the labeling plane. The AIF described in Eq.(4.18) does
not take this into account. Modeling dispersion effects in the AIF has been the
topic of multiple studies. The results can be divided in roughly two categories.

Dispersion mimicking functions

Some AlIFs are based on ad hoc mathematical functions that mimic the effect
of dispersion, such as the gamma-variate function [85,86] or Gaussian dispersion
kernels [87,88]. The most recent work using this approach is by Chappell et al. [86].
They verified that the delivery of labeled water molecules to the tissue voxel can
be accurately described by an AIF that is the result of a convolution of the box-car
function, defined by Eq.(4.18), with a gamma kernel shape, which is given by [86]:

31+sp

= mt‘*p exp(—st), (4.19)

where s determines how sharp the kernel is and p is the time-to-peak. With
s — oo and p = 0, the kernel approaches a delta function, which would eliminate
the dispersion effects again [86]. In a population with and without cerebrovascular
pathologies, the distribution of estimated values for s and p can be described by
N(1.5,0,3) and N(0.10,0.03), respectively [86].
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FIGURE 4.11: Part of a figure from the work of Gallichan et al. [84]

showing the effect of laminar flow on the shape of the labeled bolus.

In this figure, ¢ = 0 represents the bolus directly after inversion

(assuming pulsed labeling). Times ¢t = t; and t = t5 show parts of

the bolus arriving at the tissue voxel, taking the effect of laminar
flow into account.

A dispersed version of any model discussed above describing the difference
magnetization can thus be defined as:

[a(t) * k(t)] * ¢(1) (4.20)
ar(t) = q(t), (4.21)

AM(?)

with ap(t) the dispersed AIF using a gamma kernel shape, a(t) defined by Eq.(4.18),
k(t) defined by Eq.(4.19) and ¢(t) the IRF defined by Eq.(4.14), Eq.(4.15), or
Eq.(4.17) in case of the SCM, TCM or MCM. In Figure 4.12, the dispersed ver-
sion of the SCM is compared to the SCM without dispersion.

Note that signal build up starts earlier when dispersion is incorporated. This
is not an inherent aspect of the dispersion model. A slightly shorter value for the
arterial transit time At was chosen for the dispersed SCM in Figure 4.12 to make
the comparison with the SCM without dispersion more realistic. When the regular
SCM would be fit to real data, which would be affected by dispersion, the sharp
leading edge of the fit would not correspond to the leading edge of the labeled
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FIGURE 4.12: An example of the difference magnetization AM
as a function of time ¢ according to the SCM without and with
dispersion taken into account for a labeling duration 7 = 1.8 s.
Dispersion was introduced using a gamma kernel shape as de-
fined in Eq.(4.19), with s = 1.5 and p = 0.10. Physiological pa-
rameters were chosen to represent a gray matter voxel: f = 50
mL/100g/min, At = 0.6 S, Tirans = 1.5s, T1y = 1.4 8, T1p = 1.65 s,
A = 0.9. Values for T7; and Ty, are given assuming a static mag-
netic field strength By = 3.0 T. Also, a and My, were assumed to
be 0.85 and 1, respectively.

bolus arriving in the tissue voxel. It would correspond to the time at which a
certain amount of labeled molecules have arrived in the tissue voxel. This is a
subtle, yet important difference. As in most studies, At is estimated with a model
without dispersion, estimated values of At will on average be slightly longer than
the exact time interval between the start of labeling and the arrival of the leading
edge of the labeled bolus in the tissue voxel. Estimation of At with models that
incorporate dispersion will result in shorter times compared to estimation with
models without dispersion.
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Dispersion modeling using fluid dynamics

Another approach is to construct the AIF using principles of fluid dynamics (84,
89-91]. The methods proposed by Gall et al. [90] and Kellner et al. [91] stand out
as the only ones taking into account laminar flow as well as bifurcations along the
vascular tree. According to their theory, the AIF for PCASL can be modeled as
a convolution of a transport function with a rectangular bolus, while taking Tj
relaxation into account:

app (t) = 2Mppaflw(t, 7) = (H(t) exp(—t/T1p))], (4.22)

with w(t, 7) = O(7 —t) the rectangular bolus, where O(-) is the step function that
equals zero for negative and unity for positive arguments, and 7 is the labeling
duration. The total transport function H(t) represents the distribution of travel
times from the labeling site to the destination voxel:

H(t) :hl(t)*hg(t)*...*h]v(t), (4.23)

where N is the number of arterial segments that the bolus passes and h;(t) is
the local transport function, which is the distribution of transport times within
a certain arterial segment between two bifurcations. The local transport function
can be assumed invariant of the vessel size and can be described as:

h(t) = (2t2/t2)O(t — to), (4.24)

with o the travel time in the center of the vessel [91]. This simplifies the total
transport function to H(t) = [h(t)*]N. Note that if At is defined as the travel
time of the leading edge of the bolus from the labeling plane to the imaging site,
At =~ Ntg. The center-of-vessel travel time tg in the general population can be
approximated by N(0.10,0.01) s [90,91]. As a consistency check, it can be verified
that in the case of no dispersion (i.e., H(t) = 0(t — At), where §(-) is the delta
function that equals unity if the argument is zero), the AIF defined in Eq.(4.22)
equals the ATF without dispersion, defined in Eq.(4.18).

In Figure 4.13, the dispersed SCM using the dispersed AIF based on this
fluid dynamics concept is compared to the SCM without dispersion and with
dispersion mimicked with the gamma kernel shape. It should be emphasized that
dispersed AIF can also be combined with the two- or multi-compartment IRFs,
resulting in even more realistic representations of the underlying PCASL difference
magnetization.
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FIGURE 4.13: An example of the difference magnetization AM
as a function of time ¢ according to the SCM without and with
dispersion taken into account for a labeling duration 7 = 1.8 s.
The red curve shows the model function using dispersion mim-
icked with the gamma kernel shape as defined in Eq.(4.19), with
s = 1.5 and p = 0.10. The black curve represents the magnetiza-
tion when dispersion is modeled using fluid dynamics, as given by
Eq.(4.22), with ¢y = 0.10 s. Physiological parameters were chosen
to represent a gray matter voxel: f = 50 mL/100g/min, At = 0.6
S, Tgrans = 1.5 8, T1y = 1.4 8, Ty = 1.65 s, A = 0.9. Values for
Ty and T, are given assuming a static magnetic field strength
By = 3.0 T. Also, a and My, were assumed to be 0.85 and 1,
respectively.

4.3 Perfusion parameter estimation

With multi-delay PCASL data acquired and perfusion models describing the PCASL
data available, the final step in the multi-delay PCASL experiment is selecting a
suitable estimator to estimate perfusion parameters from the acquired data. The
central parameter of interest is the cerebral blood flow f. In order to quantify this
parameter from multi-delay PCASL data, there are three decisions that need to
be made all impacting the eventual accuracy and precision with which f will be
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estimated. The first two decisions to be made are closely related: which model will
be used to fit to the PCASL data and which subset of parameters are estimated
alongside the CBF f? The impact and importance of this decision is introduced
in section 4.3.1. The final decision to be made is which type of estimator is used.
In section 4.3.2, the maximum likelihood estimator is introduced and arguments
are presented supporting its use throughout all contributions of this work.

4.3.1 Model selection

In the previous section, an overview of the most common models was given. In
what follows, a model is denoted as a function g;(@), with @ a parameter vector,
describing the PCASL difference signal AM acquired at an acquisition time point
t;. For example, the SCM would thus be represented as

0 t; < At
9:(0) = { 2MopafT{exp (—AL) (1 - exp (~17A) ) At <t; < At+7
2Mopae fTY exp —T—l’; exp (—ti}{At> <exp <_TL{) — ) t; > At + T,
(4.25)

with @ containing a certain subset of the unknown parameters, always including
the CBF f and the arterial transit time At.

Choosing a model g;(#) and the subset of parameters to be estimated 8 has
huge implications on the accuracy and precision of perfusion parameter estima-
tion. In most studies with multi-delay ASL data, only f and At are estimated:
0 = [f, At]. Other parameters in the chosen quantification model g;(@) are then
either fixed to population averages or estimated from other data. In this scenario,
choosing a more accurate, more complex model introduces extra parameters that
would also, most commonly, be fixed to an average value. Every parameter fixed
to some global value potentially introduces a systematic error in the estimation,
as they will vary between individuals and/or locally within an individual. There-
fore, the potential gain in accuracy by choosing a more complex model would be
lost when the extra parameters associated with the model are fixed instead of
estimated. Of course, an alternative is to estimate other parameters alongside
f and At. PCASL parameter estimation would be most accurate when a multi-
compartment model including dispersion would be chosen and all parameters that
potentially differ inter- and intra-subject would be added to 8. However, as more
parameters are added to @, assuming correlations between individual parameters
in 0, the precision of estimation of f (and At) might decrease [15]. Knowing that
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PCASL data inherently suffers from a low SNR, it is to be expected that adding
one or two extra parameters to 8 would result in too low estimation precision, es-
pecially in a clinical setting. The balance between accuracy and precision when a
parameter is either fixed to a population average or added to the parameter vector
alongside f and At is the central topic of the contribution in Chapter 5. Another
alternative to adding a parameter to @ or fixing it to population averages is quan-
tifying it from other acquired (MRI) data. This would improve the accuracy of
perfusion parameter estimation. However, assuming a fixed total time for imaging
in a clinical setting, performing a supporting experiment for quantification of an
extra parameter comes at a cost of scan time for the core PCASL data. This
in turn negatively impacts the precision of perfusion parameter estimation. The
potential benefits of certain supporting experiments in this context is extensively
covered in the contribution described in Chapter 6.

In short, the impact of choices made with regards to the model and the param-
eters to be estimated on the accuracy-precision balance cannot be stressed enough.
It is vital to keep this impact in mind in order to comprehensively judge absolute
CBF maps quantified from ASL data.

4.3.2 Maximum likelihood estimator

When PCASL data is acquired and a parameter vector € and a model g;(0) have
been chosen, the parameters can be estimated using the maximum likelihood es-
timator (MLE). The MLE maximizes, for each voxel separately, the likelihood
function as a function of the parameter vector @ given a set of N PCASL differ-
ence data points. The likelihood function is closely related to the joint probability
density function. Assuming independence between all N data points in a single
voxel, the joint probability function is given by

N
P(AM|0) = [] p(AM;[g:(6),0), (4.26)
=1

with AM a vector containing the N PCASL difference data points, AM; an
element of AM associated with acquisition time point t;, and p(AM;|g;(8), o)
the probability density function of AM;, with o the standard deviation of the
noise in the data. The joint probability density function is a function of the data
for a given value of the parameters, while the likelihood function is a function of
the parameters for a given set of observations [92]. However, as a mathematical
expression, both functions are equal. Therefore, it follows from Eq.(4.26) that the
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likelihood function can be written as

N
L(6|AM) = [[p(AMi|gi(6), 0). (4.27)
=1

The MLE of 8 maximizes the likelihood function defined in Eq.(4.27):

A~

0 = arg max L(6|AM). (4.28)

The MLE is known to be asymptotically efficient unbiased, which implies that it
is an unbiased estimator that reaches the Cramér-Rao lower bound (i.e., a lower
bound on the attainable variance of an estimator) as the number of data points
increases [15]. Furthermore, the MLE is consistent; as the number of data points
increases, the set of estimates of repeats of the experiment converges in probability
to the underlying ground truth 6y [15]. These properties are related to the fact
that the distribution of the data is taken into account in the MLE. Deriving the
MLE for the data distribution of typical PCASL difference data is therefore vital
to be able to benefit from the properties of the MLE.

Arterial spin labeling data distribution

As stated before, PCASL difference data result from the voxel-wise subtraction
of two magnitude images, the control and label image. Typically, the intensity
of magnitude images, reconstructed from data acquired with multiple coils, fol-
lows a Rician or non-central chi-distribution, depending on the reconstruction
method [93]. Deriving an analytical expression for the distribution of the differ-
ence of two Rician or non-central chi-distributed random variables is not straight-
forward. However, for high SNRs, both Rician and non-central chi-distributions
can be adequately approximated with a Gaussian distribution [93,94]. As PCASL
data is usually acquired at a low resolution [1], magnitude data in the label and
control images will have a high SNR and can therefore be assumed as Gaussian
distributed. In that case, the resulting difference data is also adequately described
by a Gaussian distribution. Therefore, multi-variate Gaussian distributions can be
used in the probability density functions in Eq.(4.27) for PCASL difference data:

exp (-i <AMZ';9"(0))2> . (4.29)

N
Le|am) =]
paie} 2ro

55



Chapter 4. Multi-delay arterial spin labeling

Nonlinear least squares estimator

Maximizing a likelihood function is equivalent to maximizing the natural logarithm
of that likelihood function, since the logarithm is a monotonically increasing func-
tion [95]. The MLE of 8 can be redefined as:

6= argmgxlnL(9|AM). (4.30)

Using the likelihood function assuming independent Gaussian data points, as de-
fined in Eq.(4.29), the MLE can be rewritten as:

6= arg max Zln [ra exp (— <M>2)] (4.31)

AM; — gi(0)\?
= argmax Z [ln\ﬁa + Inexp ( <0> )] (4.32)

1
2
= argmax Z [— <AM 9:(6 ] (4.33)

= argmm Z (AM; — gi(0))?, (4.34)
i=1

which makes the MLE equivalent to the least-squares estimator. Knowing that
certain parameters of @ enter the ASL perfusion models g;(@) nonlinearly, the
least-squares estimator will be nonlinear in multi-time-point PCASL.

4.4 Performance analysis of the estimator

As the balance between accuracy and precision of parameter estimation lies at the
base of each contribution in this thesis, tools are required to assess the performance
of the MLE. The bias and variance of an estimator are the main statistical entities
of interest. How they can be assessed depends on whether the underlying ground
truth parameters 8y are known. This is the case in simulations or when reference
data is available from a gold standard imaging method. Yet, in most real data
experiments, 8y is not known.
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4.4.1 Accuracy analysis of the estimator
Known ground truth parameters

As already introduced in section 1.2, the bias of an estimator can be written as

bias(0) = E[6] — 6y, (4.35)
with E[6] the expectation value of the estimator. In most cases, E[6)] is not known.
Yet it can be estimated by repeating the experiment K times and calculating the
mean of the K estimates, which leads to an estimate of the bias:

bias(9) = ({8x}11) — 6. (4.36)

The estimator of the bias of the estimator also has a finite precision, directly linked
to the amount of repeats K of the experiment. Often, the reliability of an estimate
of the bias of the estimator is quantified using confidence intervals. For a certain
parameter 6, of 8, a 100 x (1 —a)% confidence interval for the bias is given by [96]:

A~

—— A § 9 —Y A § é
bias(0p) — taj2,K—1 \(/%),blas(ep) +laj2, k-1 \(/%)] ) (4.37)

with t,/9 g1 the 100 x (1 — a/2)%-percentile of a t-distributed random variable
with K — 1 degrees of freedom and the sample standard deviation given by

K

30 = | g 2 (B — B (1.3

k=1

The true value of the bias will lie within the interval defined in Eq.(4.37) with a
100 x (1 — )% probability.

Unknown ground truth parameters

In most real data experiments, the true underlying parameters 8y are not known.
In such cases, the accuracy of an estimator can only be evaluated relative to
another estimator. For example, the mean of a set of K estimates of the CBF f
using a two-parameter estimator can be compared to the one of a three-parameter
estimator.
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4.4.2 Precision analysis of the estimator

Contrary to the accuracy of an estimator, no information on the ground truth
parameters @ is needed to evaluate the precision of an estimator. The precision
of an estimator is closely related to the covariance of an estimator, which was
already formally defined in Eq.(1.2) in section 1.2. For clarity, we define the
covariance of an estimator 6 again:

cov(f) = E [(0 — E[0])(6 - E{é])T} . (4.39)

The variance of the estimator for the individual parameters 6, in 8 are equal to
the respective diagonal elements of the covariance matrix. As for the bias of an
estimator, the variance of an estimator of a parameter ¢, can be estimated from
the sample variance of K repeats of an experiment:

K
. 1 N sk O)\2
() = 1 2 (B — Wi Hor)) (4.40)
k=1
Again, an estimator of the variance of an estimator will have a certain precision of
its own. A 100 x (1 — @)% confidence interval for the variance estimator is given
by [96]:

K —1)var(d,) (K — 1)var(6,
[( - D) (K1) <p>], (.41)
Xo/2;K—1 X1—a/2:K-1

with Xi/z;K—1 the 100 x (1 — «a/2)%-percentile of a x2-distributed random variable
with K — 1 degrees of freedom. The meaning of the confidence interval is the same
as for the bias estimate confidence interval: the true value of the variance of the
estimator will lie within this interval with a 100 x (1 — )% probability.

The estimate of the variance of an estimator, defined in Eq.(4.40), is equivalent
to the square of the sample standard deviation §(ép), defined in Eq.(4.38). The
sample standard deviation is easier to interpret as it is in the same unit as the

parameter to be estimated.

Known ground truth parameters

While the precision of an estimator can be evaluated without knowledge of the
ground truth parameters 8y, information on 6y allows for an analysis of the ef-
ficiency of the estimator. The efficiency of an estimator can be defined as the
ratio of the variance of an estimator and the minimally attainable variance of that
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estimator, where the same experiment is assumed in both cases (in terms of acqui-
sition settings and the amount of data points). In other words, an estimator with
maximal efficiency attains the highest precision, i.e. the lowest variance, possible
given the settings of the experiment.

Statistical parameter estimation theory provides a rule for the minimally at-
tainable (co)variance of an unbiased estimator [97], which requires knowledge of
the ground truth parameter vector 6y:

cov(0) > 1(09) ", (4.42)

with I(6p) the Fisher information matrix and the symbol > implying that the
matrix difference cov(@) — I(8g)~! is a positive semidefinite matrix. In what
follows, I(0g)~! will be referred to as the Cramér-Rao lower bound (CRLB) matrix
and its diagonal elements as the CRLBs. As a result of Eq.(4.42), the diagonal
elements of I(fp) ! are lower bounds on the variance of the estimator for individual
parameters 6, of 8. An unbiased estimator is said to be efficient if its covariance
equals the CRLB matrix [98|. The MLE reaches this lower bound asymptotically,
i.e. as the amount of data points increases [95,99|.

The Fisher information matrix I(6), assuming PCASL difference data AM,
is defined as

16)= B !(alnP(AM\g(e,a))) (81nP(AM|g(0,a))>T] | (4.43)

00 00

with P(AM)|g(0,0)) the joint probability density function. Assuming N inde-
pendent PCASL data points, the joint probability density function is given by
Eq.(4.26). In that case, the Fisher information matrix (FIM) becomes:

[ (omn p(AM;]g;(0),0)\ [dIn p(AM;|g:(8),0)
10)=E H 50 . H 90 :
i (4.44)
~ T
N N
. <Z alnpmgggi(e),a)) 3 6lnp<Afgggj<">70> (4.45)
i=1 J=1
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T
e <XN: agi(ﬂ)ﬁlnp(AMi|gi(0),U)> (ZN: 5'gj(9)8lnp(AMjgj(9),0)>

20 o) 206 54,(6)
(4.46)
N N
B 0gi(0) 0g;(0) _ [0Inp(AM;|gi(6),0) 0lnp(AM,|g;(0),0)
N ; ]z; 00 96T E[ 09:(0) 0g;(0) ]
(4.47)

The expectation value in Eq.(4.47) can be written as:

[6lnp(AMi) 81HP(AMJ‘)} _
99:(0) 9g;(0)

/ / p(AMi)p(AMj)alna];i((AOJ)w i)algzjﬁg?j)dAMidAMj, (4.48)

—00 —00

with p(AM;) = p(AM;|gi(0),0). As stated in section 4.3.2, it is reasonable to
assume PCASL difference data points are Gaussian distributed. Eq.(4.48) can
be further simplified by using the expression for the Gaussian probability density
function and considering two cases: ¢ # j and ¢ = j. When i # j, the integrals
in Eq.(4.47) can be evaluated separately. One such an integral can be solved
analytically:

_Z p(AMZ»)WdAMi
_ 7 glmeXp <_; <w>2> (W) dAM;  (4.49)
o (4.50)
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For i = j, the expectation value in Eq.(4.47) becomes

- O/:op@Mz-) (W)Qdm (452
[ e (5 () ) () s
- (4.54)

With these results, the FIM assuming a Gaussian probability density function can
be rewritten as:

agz 892 )
022 T (4.55)

The derivatives of the model function ¢;(0) with respect to the model parameters
0 are easily calculable if an analytical expression is available, like for the SCM as
defined in Eq.(4.8). In such cases, Eq.(4.55) can be used to determine the CRLBs
on the variance of any unbiased estimator. This ultimately allows for an evaluation
of the efficiency of the estimator. Furthermore, CRLBs are also an interesting tool
for experiment design optimization. In the contribution in Chapter 5 in Part
II, the relation between CRLBs and experiment design is explained and used to
optimize acquisition settings for a multi-PLD PCASL experiment.

Unknown ground truth parameters

When no information is available on the underlying true parameter values, the
efficiency of the estimator cannot be assessed. However, as stated in the first
paragraph of this section, the precision of an estimator itself can be studied without
knowledge of 6y, contrary to evaluating the accuracy of an estimator. This is a
very powerful asset when studying the performance of an estimator on real data.

Often, the estimate of the absolute variance of an estimator, as defined in
Eq.(4.40), on its own is difficult to interpret. An estimate of the relative variance
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of an estimator

I (00 - <{ép,k}kK:1>)2
K—1 {Op i }y)

is often more informative, as it defines the precision of an estimator as a percentage
of the mean estimated value.

(4.56)

@rel(ép) =
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Chapter 5

Estimating the 77 of tissue
alongside the perfusion
parameters in multi-delay ASL

This chapter focusses on the impact of the amount of parameters to be estimated
0 on the accuracy and precision of parameter estimation in multi-PLD PCASL, as
was already introduced in general in section 4.3.1. We compared two estimators
that used the single-compartment model (SCM) as quantification model, yet with
a different amount of parameters to be estimated. One estimator quantified the
longitudinal relaxation time of tissue T7; alongside the CBF and the ATT, while the
other only quantified both perfusion parameters and kept 717 fixed to a population
average, as is conventional for quantification from multi-delay ASL data.

5.1 Introduction

Why is T14 an interesting candidate to estimate alongside the perfusion parame-
ters in multi-PLD PCASL? The importance of T in the physiological process in
reality is rather limited as it is known that the labeled bolus stays in the blood
compartment for a significant amount of time even after it has arrived in the tissue
voxel [63]. The key to its importance lies in the quantification model. The SCM,
the most widely used quantification model in multi-PLD PCASL experiments, as-
sumes that relaxation of the labeled spins is governed entirely by the longitudinal
relaxation time of brain tissue 77; upon arrival in the tissue voxel [52]. Therefore,
regardless of the rol T7; plays in the real biophysical evolution of the PCASL sig-
nal, T7; will always be of high importance when quantifying with the SCM. This
subtle difference is crucial.
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In most cases, T, is fixed to a certain population average for white matter
(WM) and gray matter (GM). This can compromise the accuracy of CBF quan-
tification for multiple reasons. Firstly, there is no consensus on average population
values for T3; [70]. Secondly, it has been shown that Tj; varies across patients,
differs spatially within one tissue and changes in brain lesions with perfusion dis-
orders, such as stroke [100], neurodegenerative diseases [101], or tumors [102,103].
Thirdly, ASL images are typically acquired at low spatial resolution, resulting in
partial volume effects, which may influence the effective T1;. Finally, as mentioned
in the previous paragraph, the label resides in blood for a longer time than as-
sumed in the SCM, so assigning values to Tj; that are closer to typical values
for the longitudinal relaxation time of blood Tj; could result in more accurate
quantification of the perfusion parameters. In short, fixing T1; to a certain value
is likely to cause bias in estimation of the CBF (and the ATT). In order to avoid
a such an estimation bias, T1; can be estimated locally alongside the CBF and
the ATT. However, adding a parameter to be estimated reduces the estimation
precision, which can be problematic in a low-SNR imaging modality such as ASL.

In order to maximally compensate for the expected reduced precision when
estimating CBF, ATT, and T1; together, the design of the multi-PLD PCASL ex-
periment was optimized for this three-parameter estimator. ASL MRI acquisition
settings have often been optimized for pulsed ASL (PASL) [104-106]. Besides the
difference in the kinetic model between PASL and PCASL, experiment design of
PCASL has more parameters to be optimized. Indeed, the optimization of the
PASL experiment design is limited to searching optimal inversion times, while the
design of the PCASL experiment can be optimized with respect to both the acqui-
sition time points and the labeling duration, as was done in this work. Optimizing
the acquisition time points and the labeling duration for a three-parameter esti-
mator contrasts this study from recent work of Woods et al. [107], in which the
PLDs of a multi-PLD PCASL experiment were optimized for two-parameter (i.e.,
CBF and ATT) estimation.

The effect of T1; on quantification has been studied in previous work. In
[108], the impact of different 7}; values on CBF quantification was shown for
single-PLD continuous ASL. Qin et al. [37] used information criteria to conclude
that estimating the CBF, the ATT and T}, is feasible, yet for a very low spatial
resolution (7mm isotropic). The precision of any estimator increases significantly
at such a low spatial resolution, which naturally makes the feasibility of estimating
T1; alongside the perfusion parameters attainable. In this work, we compared
fixing T4 or estimating it together with the CBF and the ATT using multi-PLD
PCASL data acquired at a recommended [1] spatial resolution of 4mm in-plane
and 5mm through-plane.
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The statistical quality assessment of the two- and three-parameter estimator
was performed by means of test-retest simulation and real data experiments. Both
options to solve the inverse problem at hand are at opposite sides of the accuracy-
precision trade-off. It was our goal to provide insight in which option balances
accuracy and precision of CBF quantification best for the recommended spatial
resolution [1] in ASL.

5.2 Theory

This section consists of two major parts. Firstly, a two- and a three-parameter es-
timator for parameter quantification from multi-PLD PCASL data are defined in
sections 5.2.1 and 5.2.2. Secondly, an optimal experiment design method for max-
imizing the precision of perfusion parameter estimation with the three-parameter
estimator is proposed in section 5.2.3.

5.2.1 Single-compartment quantification model

The intensity and dynamic evolution of the PCASL difference signal AM in a
tissue voxel depend on the acquisition settings and on the global or local char-
acteristics of the brain and its vasculatory system. When assuming that labeled
water enters the tissue instantaneously upon arrival in the imaged voxel and that
the concentration of labeled water is constant throughout the label bolus, as de-
scribed in section 4.2.1 in more detail, PCASL difference data can be described
by the SCM [52]:

0 t; < At
gi(0) = 2Mopar fT7 exp —% (1 — exp (—t’;{m)> At <t; < At+T
2Mopor fT] exp —T—li exp (—tii,m> <exp (—TL{> — ) t; > At + T,
(5.1)

with f the CBF, At the ATT, « the labeling efficiency, My, the signal of a voxel
filled with fully relaxed blood, T7; the longitudinal relaxation time of blood, and
T{, = Tu /(A + fT1;) the apparent longitudinal relaxation time, with A the equi-
librium blood/tissue partition coefficient of water [52]. The time point ¢t = 0 is
defined as the beginning of labeling.
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The role of the labeling duration in data acquisition and the model

In the model described by Eq.(5.1), the labeling duration 7 is assumed to be
constant. PCASL data is acquired at a certain acquisition time t; = 7 + PLD;.
In a standard PCASL sequence, it is not possible to acquire data during labeling.
Therefore, for a fixed 7, data can only be acquired at acquisition times t > 7.
Hence, unless At > 7, a significant part of the dynamic increase of the difference
signal, described by the second regime in Eq. (5.1), is not accessible for sampling,
while it might contain valuable information. A way to nevertheless acquire data at
acquisition times ¢ < 7 is to choose a shorter labeling duration 74, < 7 and sample
the signal at t = 75 + PLDg, with PLD; a post-labeling delay that is shorter than
the minimal At. This short PLD is crucial to allow sampling of the PCASL signal
during the second regime. It has been shown by Buxton et al. [52] that the entire
dynamic increase of the difference signal for a labeling duration 73 < 7 equals
the initial part of this regime for a labeling duration 7 [52|. Therefore, the entire
evolution of the difference signal for a constant labeling duration 7, described by
Eq. (5.1), can be sampled at each time point ¢ by using the sampling procedure
described above. Throughout this work, a multi-time-point PCASL acquisition
scheme can therefore be defined by a single constant 7 and a set of acquisition
time points t = {ti}ﬁil, knowing that for each ¢; < 7 the real data acquisition
needs to be performed with a unique 74 < 7 in combination with a very short
PLD;.

5.2.2 Maximum likelihood estimation

Parameter estimation in this work is performed with the maximum likelihood
estimator (MLE), which takes the probability distribution of the data into account.
PCASL difference data is adequately described by a Gaussian distribution, as
was discussed at length in section 4.3.2 of the introductory chapters. Therefore,
the joint probability density function (PDF) of PCASL difference data is well
approximated by a multi-variate Gaussian distribution. For independent Gaussian
distributed data, having a constant (noise induced) variance in each data point, the
MLE is equivalent to the unweighted non-linear least-squares estimator (NLE) [15]
(also see section section 4.3.2):

N
) e e 3 . . 2
0 = arg max L(6|AM) = arg min Zl (AM; — g;(0))", (5.2)
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with @ the parameter vector, 8 the estimate, AM = {AM;}Y | a set of PCASL
difference data points acquired at acquisition times ¢t = {t;}}¥, and L(6|AM)
the likelihood function. Two options for the parameter vector, 8; = {f, At} and
0> = {f, At, T},}, give rise to a two-parameter NLE (NLE2) and a three-parameter
NLE (NLE3), respectively.

5.2.3 Optimization of multi-PLD PCASL acquisition settings for
NLE3

Experiment design optimization using Cramér-Rao lower bounds

The precision of NLE3 will be lower than that of NLE2 due to the larger amount
of unknown parameters to be estimated. However, the precision of NLE3 can
be maximized by optimizing the experimental design. Cramér-Rao lower bound
(CRLB) theory is the tool of choice to build such an optimization framework. The
relation between the CRLB and the variance of any unbiased estimator 6 of 0 is
summarized by the Cramér-Rao inequality [97]:

cov(8) > I71(0), (5.3)

with cov(6) the covariance matrix of @ and I~1(8) the inverse of the Fisher in-
formation matrix (FIM). The inverse of the FIM is often referred to as the CRLB
matrix. The diagonal elements of the CRLB matrix are the Cramér-Rao lower
bounds on the variances of unbiased estimators of the elements of 8 [15]. In sec-
tion 4.4.2, it was shown that for independent data points described by a Gaussian
probability density function with constant variance o2, the FIM can be written as

N
% Z 8;:9T). (5.4)

Clearly, the FIM depends on the unknown parameter vector 6, captured by the
parametric perfusion model ¢(0) that describes the expected values of the data
points. Since this model depends on the acquisition settings of the multi-PLD
PCASL experiment, so does the FIM and the CRLB matrix. This last depen-
dency can be exploited for experiment design. The CRLBs of the parameters of
interest can be minimized with respect to certain acquisition settings of the multi-
PLD PCASL experiment. With an unbiased efficient estimator, it is expected
that the estimator would reach its maximal precision (i.e., its lowest variance),
with respect to the acquisition settings that were optimized, when presented with
PCASL difference data acquired at these optimal acquisition settings.
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Starting from the CRLB matrix I~1(8), different optimization criteria can be
chosen by transforming it to a scalar function [109]:

0

Qh(a) ~ 907 ah(e)

1(9)—167, (5.5)

with h(0) a scalar function and 9h(6)/087 a row vector. In this work, the choice
was made to focus on maximizing the precision of CBF estimation as this is the
main parameter of interest. The CRLB of f can be isolated by choosing h(0) = f
in Eq.(5.5).

Optimization of the labeling duration and acquisition time points

For a certain choice of labeling duration 7, the CRLB of the CBF f can be min-
imized with respect to the acquisition time points t. Given a certain underlying
parameter vector 8, the optimal acquisition times ¢ can be written as:

t = arg min g, (0,1 . (5.6)

t h(@)=f
The CRLB also depends on the underlying parameter vector 8, which varies spa-
tially within the brain as well as between different subjects. Therefore, opti-
mization of the acquisition settings should be performed for a representative prior
distribution p(@) of € in the target population. For a continuous prior distribution,
the optimal acquisition times ¢, for a given value of 7, are found by minimizing a
weighted integral:

t = arg mtin /qh(H,t)p(O)dG . (5.7)
o h(6)=f

Note that Eq.(5.7) represents a general framework for optimization of PCASL
settings. Indeed, the scalar function h(8) provides flexibility with respect to which
parameters are chosen for optimization of the acquisition settings. For example,
the trace of I-1(0) could be minimized with h(0) = f + At + T},. The integral
in Eq. (5.7) can be approximated by evaluating ¢ (0,t) at a large number M of
randomly selected samples of p(@). The optimization in Eq. (5.7) can therefore be
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approximated by

M

N 1

t = arg min - Z qn(0;,t) , (5.8)
=1 h(O)=f

with 0; a randomly selected sample from p(8).

Besides t, the labeling duration 7 and the number of PCASL label-control
image pairs N are also optimizable. Therefore, the optimization in Eq. (5.8) can
be repeated for multiple values of 7 and NV:

M
{t,7,N} = arg {12}\1[1} rntin th(ﬂj,tﬂ') . (5.9)
= h(o)=f

Note that acquisition schemes are optimized for different values of 7 and NV instead
of optimizing them alongside ¢, which would be impractical. Indeed, optimizing N
alongside t would change the dimensionality of the optimization space within the
optimization, which is not possible in most optimization algorithms. Furthermore,
for each labeling duration, there will be a different set of optimal acquisition time
points t. Therefore, optimizing 7 together with ¢ will increase the number of local
minima in the optimization space, and thereby increase the risk of ending up in
a local minimum. On top of that, the multi-step approach proposed in Eq. (5.9)
allows to study how the minimized criterion changes as a function of 7 and N.
In order to guarantee clinically feasible results, the optimization was performed
under a fixed total acquisition time constraint. The total time needed to obtain
a PCASL label or control image is determined by the acquisition time ¢;, the
read-out time and the additional waiting period for MR specific absorption rate
(SAR) limit restrictions. Only ¢; is independent of the read-out approach and the
subject. As it is not our goal to optimize for a specific readout strategy or a single
subject, a total acquisition time constraint 7" was imposed only on the read-out-
and subject-independent acquisition time of N PCASL label-control image pairs:

{m;N} N

M
{t,7,N} = arg min mtin th(Oj,t,T) , (5.10)
=1 hO)=fY 20T
=1
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N

where Z ) 2t; equals the read-out- and subject-independent total acquisition
1=

time for N multi-PLD label and control PCASL images.

5.3 Methods

In order to analyze the accuracy and precision of the estimators, four distinct
experiments were performed. As a first indication of the identifiability of the
parameters of NLE2 and NLE3, the condition number of both inverse problems is
determined in section 5.3.1. In section 5.3.2, details of the optimization experiment
are specified starting from the optimization framework for NLE3 introduced in
section 5.2.3. The performance of NLE2 and NLE3 were compared in a simulation
and a real data experiment. Details of these experiments are described in section
5.3.3 and 5.3.4, respectively. Throughout all experiments, « = 0.85 [31] and
Ty, = 1.65s [34]. The equilibrium magnetization of blood My, was set to one for
the optimization and in the simulation experiment. In the real data experiment,
it was approximated using a proton density-weighted image My, according to
recommendations [1|, and subsequently given as a fixed value to the estimator.

5.3.1 Parameter identifiability analysis

The identifiability of the parameters in a parameter estimation problem can be
quantified by the condition number of the associated FIM. The larger this condi-
tion number, the more ill-conditioned (and hence noise sensitive) the estimation
problem. The extreme case of an infinite condition number corresponds with a
singular FIM, reflecting that the parameter estimation problem is ill-posed. This
means that the CRLB does not exist and the model parameters are unidentifi-
able [15]. In a more moderate case, a high FIM condition number indicates an
ill-conditioned inverse problem symptomized by a low precision, high correlations
between parameters and poor identifiability [110-113]. The condition number x
of the FIM 1(0,t,7) is calculated for NLE2 and NLE3 as [113]:

Omax(1(0,¢, 7))

K(I(avtﬂ—)) = ||I(0’t77—)71”2”[(07t7T)||2 = Umin(l(eataT)) )

(5.11)

with || - ||2 the Euclidean norm, and opin(-) and omax(+) the maximal and minimal
singular value of the FIM, respectively. To compare the identifiability of the
parameters of the two- and three-parameter model employed by NLE2 and NLE3,
respectively, the condition number of the corresponding FIMs were calculated for
multiple randomly selected parameter vectors € from the prior distribution p(0)
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of WM and GM, defined in section 5.3.2, and assuming an N = 24 equidistant
sampling scheme.

5.3.2 Experiment design optimization
Practical settings for the optimization framework

The theoretical optimization framework was, defined in section 5.2.3, given by:

M
{t, 7, N} = arg min { min th(ej,t,T) . (5.12)
{m;N} t o h(g):f,ZN -
=1

When performing the optimization for NLE3, a prior distribution p(€) needs to
be chosen that reflects the target population. In this work, it is our goal to test
the overall feasibility of NLE3, which is not specific to a certain pathology. To
that end, p(@) was approximated by a Gaussian distribution based on reported
distributions in the literature for both WM and GM in the general population
[38,64,70,114-116], as shown in Table 5.1. From the prior distribution of each
parameter, for WM and GM, 10000 samples were randomly selected and combined
to parameter vectors 6;. Therefore, the resulting optimization criterion consists
of a sum of M = 20000 CRLBs.

As indicated by Eq. (5.12), the optimization is repeated for different values of
the labeling duration 7 and the amount of PCASL data points N. The set of
evaluated labeling durations 7 ranged from 0.8 to 1.8 s with increments of 0.1s,
while N ranged from 18 to 30 image pairs. As 7 is set to lower durations, the
PCASL signal decreases, yet a higher amount of images N can be acquired within
the time constraint 7T'. Conversely, the PCASL signal increases with longer label
durations, at a cost of a lower amount of images though. The chosen ranges for
7 and N were set wide enough to explore both extremes and find the optimum in
between.

The time constraint 7" in Eq. (5.12) was set to 2 minutes. The resulting total
acquisition time depends on the read-out approach and the SAR requirements.
In this work, real data acquisition was performed using a 3D gradient-echo and
spin-echo (GRASE) readout scheme [26,43] with a readout time of 330 ms per
image. For whole brain coverage, two segments would be needed, doubling the
total number of images. Assuming a waiting period after each readout between
500 and 1500 ms to meet SAR requirements, the total acquisition time related to
these optimized acquisition schemes was 5 to 8 minutes.
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TABLE 5.1: Mean and standard deviation of Gaussian prior dis-

tributions p(@) representative of the distribution of the respective

parameters in the general population. The prior distribution for

T+ is compatible with reported literature values for a 3T field
strength [70].

White matter Gray matter
f [mL/100g/min| | 23.0 £5.0 [114-116] | 53.9 + 11.0 [64]
At [s] 1.15+£0.30 [38] | 0.95 4 0.30 [38]
Ty [s] 0.89 +0.06 [70] | 1.45+0.14 |70]

Optimization algorithm: pattern search

As the acquisition time points ¢ = {¢;} | are optimized in Eq. (5.12), the objective
function in Eq. (5.12) is minimized in an N-dimensional space. Knowing that the
optimization needs to be performed for 18 to 30 PCASL images, the optimization
space will have a high dimensionality. Because of this high dimensionality, the
objective function in Eq. (5.12) is expected to have multiple local minima. Also,
the objective function is too complicated to analytically calculate gradients with
respect to t. For these reasons, this optimization problem is well-suited for global
heuristic search algorithms. With these algorithms, global solutions are searched
for objective functions that contain multiple maxima or minima and where the
objective function does not possess derivatives or where the derivatives are not
known.

MATLAB provides a ‘Global Optimization Toolbox’ that includes global search,
multistart, pattern search, genetic algorithm and simulated annealing solvers. Re-
dundancy in the N-dimensional solution space provides guidance in choosing a
solver. The order of the elements in the acquisition time point vector ¢ play no
role. In other words, a permutation of the elements in ¢ will lead to the same
acquisition protocol, only with a difference in the order at which the different
label-control pairs are acquired. Therefore, for a certain objective function value
associated with a certain acquisition time vector ¢, in the N-dimensional space,
there exist N! permutations of t,, that will lead to the exact same objective function
values at N! different places in the N-dimensional space. By imposing constraints
on the elements of ¢, i.e. #; < t;+1, the optimization space is greatly reduced
in size. This will speed up the calculation time significantly and reduce the risk
of ending up in a local minimum. Of all the global optimization solvers, the
patternsearch [117-119] algorithm fits best to this specific problem as it allows
for constraints. If we represent the objective function of the optimization problem
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by k(t), the iterative procedure of the pattern search algorithm can be described
as follows:

1. Choose a start point tg on a IN-dimensional mesh grid with length L between
two points on the mesh that only differ in one dimension by one unit on the
mesh.

2. Calculate k(t) for the 2N nearest points to tg, this set is defined as A =
{k(tg)}ggl Suppose this is iteration m.:

(a) If min A < Ek(tp): jump to the new minimum ¢ = arg min A, increase
the mesh grid length to L,,+1 = 2L,, and go back to step 2.
(b) If min A > k(tp): reduce the mesh grid length to Ly,+1 = Ly, /2.

o If L1 > Liin: go back to step 2.
o If Lt1 < Lpin: to = argmin k(t) provides the global minimum.

An example of the iterative procedure of the pattern search solver is shown in
Figure 5.1 for a two-dimensional problem.

Even with the optimization space reduced by the constraints ¢; < t;41, the
pattern search algorithm was still prone to ending up in local minima, dependent
on the choice made for the starting points t3. Therefore, the optimization was
rerun for a large number of randomly generated starting points.

5.3.3 Simulation experiments
Data simulation

Simulation data were generated with the idea of incorporating as many aspects as
possible to end up with data that would resemble reality as closely as possible. It
was divided in three distinct steps.

First, a suitable model was chosen to generate PCASL data. The two-compartment
model (TCM), described in section 4.2.2, was extended with a microvascular ar-
terial compartment where no exchange between blood and tissue can occur. This
leads to the following impulse response function:

=" (_ﬁ) t= Ta
Bexp (_TL“> +(1—B)6Xp <_ <7—trlans +Ti1b> t> To <1< Tq+Tc
(5.13)

q

In terms of the models described in section 4.2, this three-compartment model
is a model in between the two-compartment and the multi-compartment model
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FIGURE 5.1: An example of the pattern search method applied on
the Broyden function f(z,y) = |(3 — @)z — 2y + 1|5 + |(3 — y)y —
415

(MCM). It is equivalent to the five-parameter model described by Qin et al. in [37].
No dispersion effects were included in data simulation. It should be noted that the
simulation model could have been made more accurate. However, we expect that
incorporating the MCM and including dispersion effects (see Chapter 4) would not
alter the outcome of this simulation experiment. The three-compartment model
has five major local parameters: the CBF f, the ATT At, T, the blood-to-tissue
water exchange rate k, (equivalent to the inverse of the blood-to-tissue water
transit time Tirans, as discussed in section 4.2) and the transit time through the
microvascular arterial space 7,. For each of these parameters, ground truth high-
resolution (HR) brain parameter maps were created. For f, Th¢, Ttrans and 74, this
was achieved by assigning random values from their respective prior distributions
(see Table 5.1 and 5.2) to a 1 x 1 x 1 mm® HR brain tissue segmentation map de-
rived from images of BrainWeb [120]. For the At map, the selection was performed
pseudo-randomly to guarantee limited differences in At values between neighbour-
ing voxels, as they are expected to be supplied by the same artery. Starting from
those HR parameter maps and using the above described perfusion model, HR
PCASL data was created at conventional equidistant and optimized acquisition
times. The details of both acquisition schemes, which were set up to have an
identical total acquisition time, are described in Table 5.3 in section 5.4.2, where
the results of the optimization are presented.
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Secondly, as PCASL data is usually acquired at a low resolution due to the low
SNR, the HR data was downsampled to a resolution of 4 x 4 x 5 mm? by averaging
the signals of the 80 corresponding 1 x 1 x 1 mm? HR voxels.

Finally, zero-mean Gaussian distributed noise with a fixed standard deviation
o was added voxel-wise to the LR data. Let the SNR in a voxel be defined as
the difference signal intensity, averaged over the entire dynamic perfusion signal
range, divided by o. Then, simulation experiments were run with average SNRs
of 10, 15, 20, and 25 in GM voxels. The data simulation process is summarized in
a flowchart in Figure 5.2.

TABLE 5.2: Mean and standard deviation of Gaussian prior dis-

tributions of k,,, the blood-to-water exchange rate of water ac-

counting for a finite permeability of the capillary wall, and 7,

the intra-voxel travel time accounting for an extended travel time
through non-permeable vasculature.

White matter Gray matter
kw [s71] 2.10 £0.30 [75] 1.83 £ 0.30 [75]
7o [s] | 0.573 £0.062 [78] | 0.573 +0.062 78]

HR brain perfusion HR multi-PLD
parameter maps PCASL data
Three-compartment u Noisy LR multi-PLD
PCASL model @E PCASL data
Acquisition settings | | | LR multi-PLD Add Gaussian
{t.7} PCASL data distributed noise

FIGURE 5.2: Flowchart of the creation of PCASL simulation data.

Parameter estimation

Parameter estimation was performed with maximum likelihood estimators NLE2
and NLE3, as defined in section 5.2.2. For NLE2, T, was fixed to a tissue-
specific value. Knowing that in a real data experiment the average 714 in WM
and GM is not accurately known, three versions of NLE2 were implemented. The
{T1 wwm, T1,gm }-couple was set to {0.8s,1.3s},{0.9s,1.45s} and {1.0s,1.6s}, re-
spectively. Note that the second {T7 ww, T1,gm J-couple contains the true average

7



Chapter 5. Estimating the T of tissue alongside the perfusion parameters in
multi-delay ASL

simulation values. Estimation with NLE3 was studied on equidistant and optimal
data. NLE2 was only evaluated using the equidistant data, as the optimization
was performed specifically for NLE3.

Statistical analysis

The process of creating noisy data and re-estimating the perfusion parameters was
repeated K = 50 times for each SNR. The performance of both estimators was
assessed in terms of accuracy and precision. To this end, estimates of the bias
and standard deviation of the estimators NLE2 and NLE3 of a given parameter of
interest were obtained from the sample of K realisations by calculating the sample
mean of the difference between the ground truth value of this parameter and its
estimates, and the sample standard deviation of the estimates, respectively. To
calculate the bias estimates, the ground truth LR parameter maps were obtained
by downsampling the original ground truth HR parameter maps. Furthermore, an
LR tissue segmentation map was obtained by labeling an LR voxel as a certain
tissue type if more than 90% of the corresponding HR voxels were labeled as
that specific tissue type. All remaining voxels were considered voxels with partial
volume effects (PVE). The LR tissue segmentation map was used for two purposes.
Firstly, in assigning a GM or WM Tj; value for quantification with NLE2. In
the case of PVE voxels, the GM or WM T7; value was chosen dependent on the
predominant tissue type. Secondly, the tissue segmentation map allowed to analyze
the simulation results per tissue type, when needed.

5.3.4 Real data experiments
Data acquisition

Whole-brain multi-PLD PCASL data were obtained from three healthy volunteers
(22 year-old male, 30 year-old female, 38 year-old male) using the 3D GRASE
sequence (spatial resolution = 4 x 4 x 5 mm?, readout time per shot = 330 ms,
segments for whole brain coverage = 2, TE = 18ms, FOV ¢aq = 256mm, FOV ppase
= 192mm, FOVgjce = 120mm), acquired on a Siemens 3.0T MR scanner with a
32-channel head coil. The repetition time for each label-control pair was set to
the sum of the labeling duration, PLD, readout time and an additional waiting
period to comply with SAR requirements, depending on the subject. The labeling
plane was positioned based on a 40s angiogram, adhering to recommendations [1].
The acquired data consisted of multiple sets of N = 24 label-control image pairs,
obtained alternating between the equidistant and optimized acquisition scheme
(see Table 5.3). The total acquisition time of each set of 24 label-control pairs
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was 5 to 8 minutes, depending on individual SAR requirements. Including an HR
anatomical image (sequence: MPRAGE, spatial resolution = 1 x 1 x 1 mm?, TR =
2250ms, TE = 4ms, TT = 900ms, FOV eaq = 256mm, FOV a5 = 256mm, FOVjice
= 176mm) for tissue segmentation and an equilibrium magnetization image (Mo;)
(sequence: 3D GRASE, spatial resolution = 4 x 4 x 5 mm?, segments for whole
brain coverage = 2, TR = 6000ms, TE = 18ms, FOV,caq = 256mm, FOVpase
= 192mm, FOVgjjee = 120mm) for absolute quantification, data acquisition was
within one hour for each subject. With this acquisition time limit, the number
of sets of N = 24 label-control image pairs acquired at equidistant and optimal
sampling schemes was K = 3 for one subject and K = 4 for two subjects. For
each subject, the control images, label images, and My image were scaled with
a single global scaling map, kept static for the duration of data acquisition, for
bias field correction. The label images, control images, and M image per subject
were mutually aligned using mutual information motion correction [121]. After
registration, PCASL difference images were created by pairwise subtraction of
label images from control images.

Parameter estimation

Perfusion parameters were estimated from the different sets of N = 24 difference
images with the same estimators as in the simulation experiment described in
section 5.3.3. For absolute quantification, My, was approximated by My, /A with
A =0.9[1]. As NLE2 estimation and analysis of the results required WM and GM
tissue segmentation in the LR difference images, an LR WM and GM mask was
calculated in a multi-step approach. First, from the HR anatomical image, an HR
WM and GM mask was obtained by means of multilevel image thresholding [122].
From the HR tissue segmentation map, an HR GM and WM mask were isolated.
Second, a geometrical transformation matrix was obtained from a multi-modal
intensity-based registration between the HR anatomical image and the LR MOt
image. Third, the geometrical transformation was applied to the HR GM and
WM masks. Finally, as geometrically transforming an HR mask removes its binary
character, voxels in the map resulting from the geometrical transformation of an
HR mask were set to zero or one with 0.5 as a threshold to obtain an LR WM and
GM mask.

Statistical analysis

Assuming underlying perfusion parameters remain constant within a single scan
session, the repeated acquisition of the equidistant and optimized datasets allowed
for a performance assessment of the different estimators. As there is no ground

79



Chapter 5. Estimating the T of tissue alongside the perfusion parameters in
multi-delay ASL

truth information, the accuracy of the estimators can only be judged relative to
each other by comparing their sample means for a certain parameter. The precision
of the estimators for f in GM was evaluated using a voxel-wise and a slice-based
metric. As a voxel-wise metric, the relative sample standard deviation sy ( f ) was
defined as the sample standard deviation divided by the sample mean. This metric
is equal to the square root of the relative variance of an estimator defined in section
4.4.2 in the introductory chapters. As a slice-based metric, the Pearson correlation
coefficient (PCC) between the estimates of f of two different runs within an axial

slice of the brain can be determined [123|. If there are K runs of the experiment,

K—1

Z ,m PCCs can be determined for a single axial slice. This procedure was
m=

performed in ten axial slices.

5.4 Results

The results of the identifiability analysis are presented in section 5.4.1. The opti-
mal acquisition settings for NLE3 are presented and analyzed in section 5.4.2. The
accuracy and precision of NLE2 and NLE3 are compared by examining the results
of the simulation and real data experiment in section 5.4.3 and 5.4.4, respectively.

5.4.1 Parameter identifiability analysis

The FIM condition numbers associated with NLE2 and NLE3 are summarized
in Fig.5.3. These results clearly show that the NLE3 inverse problem is more
ill-conditioned. It is an indication that NLE3 will be more vulnerable to poor
identifiability of parameters and low estimation precision compared to NLE2. Ex-
tracting maximal information in a certain total acquisition time by means of opti-
mal experiment design can improve the conditionedness of the estimation problem

of NLES3.

5.4.2 Experiment design optimization

The optimization criterion value after optimization for different 7 and N is shown
in Fig.5.4. For a fixed labeling duration, increasing the amount of images adds
information up to the point where optimizing acquisition times has to be balanced
with the total acquisition time constraint. The minimum of this set of values is the
final result of the optimization defined in Eq. (5.10) for NLE3, which is reached
for N = 24, 7 = 1.1s and a certain set of acquisition times . These optimal
acquisition settings are shown in Table 5.3, alongside the equidistant sampling
scheme with 7 = 1.8s used throughout this work. Note that the settings in Table
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FIGURE 5.3: Distribution of the condition numbers x(I(0,¢t,7))

of NLE2 and NLE3 for multiple parameter vectors @ randomly

selected from the prior distribution p(0), defined in Table 5.1, and
assuming an N = 24 equidistant acquisition scheme.

5.3 are described for real data acquisition, in accordance with the explanation in
the final paragraph of section 5.2.1. More specifically, t; is shorter than 7 = 1.8s
for the first 8 acquisition times in the equidistant scheme. Therefore, images were
acquired with adjusted labeling durations 7, for these acquisition times. Further-
more, as scanner software imposed a lower limit of 100ms on the PLD in real data
acquisition, the ninth acquisition time in the equidistant scheme and the first ac-
quisition time in the optimized scheme were also acquired with a slightly shortened
labeling duration (see Table 5.3). An example in a single voxel of data acquired
with both acquisition schemes, accompanied by a fit of the perfusion model with
the parameters estimated with NLE3, is shown in Fig.5.5.

The distribution of the optimal acquisition times can be explained by examin-
ing the contribution of each possible acquisition time point to the Fisher informa-
tion. The Fisher information for a single parameter 9;“ at a single time point ¢;,
assuming Gaussian distributed data, is closely related to the FIM and is defined
as (8g(ti;0j)/89f)2(1/02) [15]. For f, At and T7,, the Fisher information was
calculated for each of the M = 20000 parameter vectors @; at acquisition time
points starting at 0s and up to 6s with increments of 1 ms. For each of the three
parameter, the M Fisher information values were summed at each time point.
Subsequently, for each parameter, the set of summed Fisher information values
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between 0 and 6s were normalized to the maximum value. Assuming 7 = 1.1s,
the normalized summed Fisher information for f, At and T7, at each acquisition
time point is shown in Fig.5.6. The optimal acquisition times are grouped into
two distinct parts: a set distributed between 1 and 3s and repeated measurements
around 3.7s. The distributed set coincides with the peaks of the Fisher infor-
mation of the three parameters of NLE3 (Fig.5.6). The repeated measurements
around ¢t = 3.7s can be attributed to the local maximum in the Fisher informa-
tion for 77,. This shows that, despite of optimizing the acquisition settings for
estimating f, the resulting optimal settings also include acquisition times that are
of high importance for precisely estimating At and T7,.
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FIGURE 5.4: Minimal optimization criterion value associated with

the optimal acquisition times £, for different combinations of 7

and N. The minimum is located at N = 24 and 7 = 1.1s and
corresponds with the optimal settings defined by Eq. (5.10).
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TABLE 5.3: (A) Equidistant and (B) optimal acquisition settings.
The labeling duration 7 equals 1800ms and 1100ms for the equidis-
tant and optimized scheme, respectively. For acquisition times
t < 7, a shorter labeling duration 7,e, < 7 was used for real data
acquisition, as described in section 4.2.1. For t — 7 < 100ms, Tyeal
was also shortened to comply with a lower bound in scanner soft-

ware of 100ms on the PLD. In all other cases, Tyeal = 7.

Treal [Ms| | PLD [ms| | ¢ [ms]
400 100 500
574 100 674
748 100 848
922 100 1022
1096 100 1196
1270 100 1370
1444 100 1544
1617 100 1717
1791 100 1891
1800 265 2065
1800 439 2239
1800 613 2413
1800 787 2587
1800 961 2761
1800 1135 2935
1800 1309 3109
1800 1483 3283
1800 1657 3457
1800 1830 3630
1800 2004 3804
1800 2178 3978
1800 2352 4152
1800 2526 4326
1800 2700 4500

(a)
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Treal [Ms| | PLD [ms]| | ¢ [ms]
1033 100 1133
1100 243 1343
1100 337 1437
1100 607 1707
1100 694 1794
1100 792 1892
1100 897 1997
1100 988 2088
1100 1050 2150
1100 1100 2200
1100 1181 2281
1100 1221 2321
1100 1261 2361
1100 1314 2414
1100 1395 2495
1100 1496 2596
1100 1568 2668
1100 1665 2765
1100 2597 3697
1100 2611 3711
1100 2622 3722
1100 2624 3724
1100 2648 3748
1100 2659 3759

(B)
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*  Equidistant data
CBF=71mL/100g/min
ATT=787ms

T, =1569ms *

O Optimal data
CBF=80mL/100g/min *

12 ATT=915ms

T1 =1341ms

Difference signal intensity | ]

‘
1 15 2 25 3 35 4
Acquisition time ¢ [s]

45

FIGURE 5.5: An example of PCASL difference data, acquired with
the equidistant (blue asterisks) and optimal acquisition settings
(red circles) described in Table 5.3, in a GM voxel of one of the
subjects. The blue and red curve represent the NLE3 fit to both

data sets.
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FIGURE 5.6: For each parameter of NLE3, the normalized summed

Fisher information at each acquisition time point ¢;, as defined in

section 5.4.2, is shown. Maxima in the Fisher information corre-

spond to acquisition times that contribute maximally to the esti-
mation precision for that specific parameter.
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5.4.3 Simulation experiments

The results for the simulation experiment performed with an average SNR, of 10 in
GM, which is to be expected in background-suppressed 3D GRASE real data [47],
are summarized in Fig.5.7. The bias and standard deviation estimates of f for
NLE2 and NLE3 in a slice of the simulated brain are shown in the first two rows
of Fig.5.7.

The bias of NLE2 depends strongly on the choice of fixed T1; value. In WM and
GM, the spatial mean value of f increases by 15% when the Ty, value is reduced
by approximately 10%. Regardless of the Ty; choice, the bias of NLE2 is highest
in voxels with PVEs on the edges between WM and GM. NLE3 is showing a bias
in the estimation of f that is hardly substantial, even in voxels affected by PVE.
In such PVE voxels, NLE3 finds 77, values between the 77, values it would find
for voxels containing only WM and only GM. While the 77, value in such voxels
has no physiological meaning, it allows NLE3 to accurately estimate f. Note that
among the NLE2 estimators, NLE2-3 with {7} v\ = 1.0 s,T] ¢y = 1.6 s} has
the lowest bias, while the underlying average values of T4 are lower. This can be
attributed to the creation of simulation data with a more accurate, more complex
two-compartment perfusion model with a prolonged stay of the labeled bolus in
the blood compartment. Compared to the SCM, relaxation towards equilibrium of
the labeled spins is governed for a larger percentage by 173 in the two-compartment
model. Furthermore, the bias of NLE2-3 is slightly lower than the bias of NLE3,
except in voxels with partial volume effects. This is remarkable, because it is not
possible for NLE2 to have a better goodness of fit than NLE3, knowing that both
estimators use the same model, with NLE3 having a higher degree of freedom. It
can be explained by the fact that the data was simulated with a more complex
model than the estimation model. This makes it possible for NLE2-3 to have a
lower CBF estimation bias than NLE3, even though NLE3 provides a better model
fit.

The standard deviation estimates of f show the expected superior precision of
NLE2 compared to NLE3. The average gain in precision when estimating with
NLE3 using optimally acquired data instead of equidistant data is 20%. Despite
this improvement, the precision of NLE3 can still not compete with that of NLE2.
Indeed, NLE2 and the optimized NLE3 have an average relative sample standard
deviation of 9% and 19%, respectively.

85



Chapter 5. Estimating the T of tissue alongside the perfusion parameters in
multi-delay ASL

NLE2-1 NLE2-2 NLE2-3 NLE3 NLE3

equi equi equi equi opt
30 ;)(;Eé/
bias(f) ’
o
10mL/
" IOF)g/
A 6
std(f) j
2
o
200 ms
150
bias(At) B -
; 50
0
-50
200 ms
160
std(At)

250 ms
bias( Al’t)

-50
600 ms

Std( Al/t) 300

150

0

FIGURE 5.7: One slice of the estimated bias and standard devi-

ation maps for the CBF f, the ATT At and Tj,, obtained from

simulation experiments for an average SNR of 10 in GM. NLE2-1,

NLE2-2 and NLE2-3 refer to the different versions of NLE2 with

TLGM fixed at 1.3, 1.45 and 1.6 s, respectively. The ‘equi’ and

‘opt’ labels refer to whether equidistant or optimal datasets were
used.
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The results for At and Tj, are shown in the remaining four rows of Fig.5.7.
Estimation of At follows the same overall trends as estimation of f, except for
the fact that the average standard deviation for estimation of At with NLE3 is
approximately equal when using equidistant or optimally acquired data. This is
to be expected as the acquisition settings were optimized for the CBF parameter
only. The bias maps for 77, show that NLE3 overestimates 77,, which is compat-
ible with the observation that NLE2 has the lowest bias for 77, values between
the underlying 77, and T3;. Furthermore, compared to f and At, the standard
deviation for estimation of T7,, relative to its underlying value, is significantly
higher.

Besides for an SNR of 10 in GM, the simulation experiment was also repeated
for an SNR of 15, 20 and 25 to assess how estimation accuracy and precision of
NLE2 and NLE3 change as a function of SNR. The average relative estimation bias
and average relative standard deviation for GM for the considered SNRs are shown
in Fig.5.8. In terms of estimation accuracy, there were no significant differences
between the different SNRs (Fig.5.8a). In terms of precision, an SNR of 20-25
is necessary for the NLE3 in optimized conditions to match the average standard
deviation of NLE2 at an SNR of 10 (Fig.5.8b). Assuming that doubling the total
acquisition time to acquire another repetition of the data set increases the SNR
of the data set with a factor v/2, the acquisition time would need to be increased
with a factor of 4 to 6.25 in order for estimation with NLE3 to be as precise as
estimation with NLE2, considering their precisions are equal for an SNR of 10 and
20-25, respectively.

5.4.4 Real data experiments

The estimates of f for the different runs, for one subject, are shown in Fig. 5.9. Two
important features can already be observed qualitatively. Firstly, similar to the
observation in the simulation experiment, estimation values of f increase as T7¢ is
fixed to a smaller value. Secondly, NLE3 produces more physiologically unrealistic
results, especially in white matter. All voxels with f > 120 mL/100g/min were
filtered out, resulting in f maps that are more sparsely filled. The SNR in white
matter is too low to estimate f with reasonable precision from 24 multi-PLD
difference signals with NLE3.

For all subjects and every estimator, the spatial mean and standard deviation
are shown for the different perfusion parameters in GM (Table 5.4). For each
subject, an increase of 150 ms in NLE2-T} v value causes a decrease of 7% to
10% in spatial mean estimate of f (first three rows of Table 5.4a). These results
confirm the dependence of NLE2 on the choice of a fixed T3¢+ value for estimation of

87



Chapter 5. Estimating the T of tissue alongside the perfusion parameters in
multi-delay ASL

L
- = =NLE2-1 - Equi
— 12 ——NLE2-2 - Equi| |
= .
é‘ e NLE2-3 - Equi
10r - - -NLE3 - Equi
— s NLE3 - Opt
—~
[y 8
— |,
1
Q0
(a’) S~— L S
X
o
S 2
—
ok
-2 L
10 15 20 25
24
\ ~
2 - - =NLE2-1 - Equi|-
AN . ——NLE2-2 - Equi
,c\'? 20 - ~e s NLE2-3 - Equi| |
— 18l AN NLE3 - Equi
o~ AN N NLE3 - Opt

FIGURE 5.8: The average relative bias (a) and average relative

standard deviation (b) for CBF estimation in GM as a function of

the average SNR obtained from simulation experiments described

in section 5.3.3. Results are shown for NLE2 using equidistant
data, and NLE3 using equidistant and optimal data.

f. A similar decrease is seen for At, however limited to 1% to 3% (first three rows
of Table 5.4b). The spatial mean estimates of f and At obtained with NLE3 from
equidistant and optimal data (final two rows of Table 5.4a and 5.4b) lie within
the range of the results of the different versions of NLE2. Furthermore, for f, the
difference in spatial mean estimate value, obtained from using NLE3 on equidistant
and optimal data, respectively, is limited. However, the mean TLGM results for
NLE3 (Table 5.4c) are high compared to most literature values of T} gm [70],
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knowing that the difference between T3, and T1; should only be about 1% [52].
Note that this overestimation of 77, can be partly due to a prolonged stay of
labeled spins in the blood compartment, which is not correctly accounted for in
the SCM [37,63]. Also, the spatial standard deviation for T7 ), is very large,
indicating NLE3 is not reliable for 77, estimation. It is noteworthy that all these
results are in agreement with the trends observed in the simulation experiments
in section 5.4.3.

TABLE 5.4: For each subject, the spatial mean and standard de-

viation of the parameters in GM are shown per estimator.

S1 S2 S3
NLE2-1-equi 51.7+19.4 | 52.1 £19.2 50.4 £ 18.2
NLE2-2-equi 47.6 £ 18.1 482+ 179 | 46.6 +17.1
NLE2-3-equi 44.1+17.0 | 44.7+16.7 | 43.44+16.1
NLE3-equi 47.7+21.6 | 49.7+20.1 | 48.44+204
NLE3-opt 48.44+21.2 | 50.6 =19.9 | 47.1 +20.5

(A) f in GM [mL/100g/min]

S1 S2 S3
NLE2-1-equi 708 + 360 847 + 457 1230 £ 575
NLE2-2-equi 686 + 358 827 4 460 1203 4+ 575
NLE2-3-equi 664 + 354 811 4458 1181 4+ 577
NLE3-equi 631 + 266 830 4+ 390 1145 + 453
NLE3-opt 709 + 241 855 + 435 1205 4+ 387

(B) At in GM [ms]

S1 S2 S3
NLE3-equi 1687 4+ 732 1855 + 926 1873 + 914
NLE3-opt 1529 +£ 619 1901 927 | 2025 £ 1078

(c) T}, in GM [ms]
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Run 4

FIGURE 5.9: For one subject, f maps are shown resulting from

applying NLE3 and three versions of NLE2 to the equidistant data

subsets and NLE3 to the optimal data subsets. Only voxels with

an f < 120 mL/100g/min were retained. For NLE2, WM and GM

voxels were differentiated using a segmentation map created from
an acquired HR anatomical image.

The distribution of s(f) within GM for every estimator and every subject is
shown in Fig.5.10a. Similarly, for each subject and each estimator, the PCCs for
f are grouped and compared in Fig. 5.10b. The relative sample standard deviation
and PCC metric show compatible results. Firstly, NLE3 performs at a significantly
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higher precision when applied to optimal data compared to equidistant data. Non-
parametric Kruskal-Wallis (KW) tests comparing the sets of s(f) for both data
types show a significantly lower median s(f) in the optimized experiment for all
three subjects. Similarly, KW tests demonstrate a significantly higher correlation
between test-retest results in the optimized experiment. Secondly, not surprisingly,
both metrics show that NLE2 operates at a precision unattainable for NLE3, even
in optimized conditions.

Note that NLE2 achieves a median relative precision between 7 and 12% for
f estimation (first three boxplots for each subject in Fig. 5.10a), while for NLE3
in optimized conditions it ranges from 15 to 25% (last boxplot for each subject
in Fig.5.10a). Contrary to the slice-based metric, the relative sample standard
deviation provides quantitative results on the precision of an estimator. To the
best of our knowledge, no such results have been previously reported on CBF
estimation in multi-PLD PCASL.

5.5 Discussion and conclusions

In this chapter, the accuracy and precision with which perfusion parameters can be
estimated from multi-PLD PCASL data, using a single-compartment model, were
studied. A two- (NLE2) and three-parameter (NLE3) estimator were compared,
where the only difference between both estimators was whether 77, was fixed at
a certain value or estimated alongside the perfusion parameters, respectively. As
the total acquisition time for each multi-PLD PCASL imaging sequence was 5 to
8 minutes and recommendations regarding spatial resolution were respected, the
reported statistical quantitative measures are representative for a clinically feasible
multi-PLD PCASL experiment.

A major part of this work consisted of optimizing the acquisition settings
of NLE3 in order to maximally compensate for the expected drop in precision
caused by the addition of an extra parameter compared to NLE2. In PCASL,
acquisition times can be optimized for a certain labeling duration or they can
be optimized simultaneously. Furthermore, a choice can be made to either allow
acquisition times t; < 7 or conversely only allow ¢; > 7, which de facto becomes
an optimization of the PLDs only [124]. In the present work, optimal acquisition
times t were searched for different labeling durations 7, while allowing ¢; < 7.
Compared to only optimizing the PLDs, this optimization approach pushes the
boundaries of the multi-PLD PCASL experiment to higher levels of estimation
precision. Simulation and real data experiments showed an increase of 10 to 20% in
precision for NLE3 in optimized conditions compared to conventional equidistant
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FIGURE 5.10: Boxplots of (a) the relative sample standard devia-

tions s(f) in all GM voxels and (b) the per-slice PCCs for f. Each
boxplot shows the results for a certain estimator applied to data
of a certain subject. A non-parametric KW test comparing the
results of NLE3 for equidistant and optimal data was performed.
The p-values related to the KW test are shown between the re-
spective boxplots.

acquisition settings. In terms of precision, however, NLE3 in combination with
an optimal acquisition scheme is still no match for NLE2. More importantly, the
median relative CBF precision for the optimized NLE3 was still as high as 15-25%
in real data experiments. This level of reproducibility is unacceptable in a clinical
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setting.

The NLE2 had a higher precision with a median sample standard deviations
in the real data experiment between 7 and 12%. However, the simulation and real
data experiments clearly showed a dependence of CBF estimation on the choice of
fixed T7, value. A reduction of approximately 10% in 77, value for GM resulted in
an average CBF value increase of 15% in the simulation experiment and 7-10% in
the real data experiment. Note that these results are relative, comparing versions
of NLE2 with different fixed 77, values. The simulation experiment showed that
the largest inaccuracies are to be expected at the edges between two tissue types.
Inaccuracies related to PVE will be present for any NLE2 estimator, independent
of the fixed 77, choice. Therefore, NLE2 in combination with a fixed 77, value is
inherently inaccurate. However, the simulation experiment showed that CBF esti-
mation bias in NLE2 is lowest for a fixed 77, value in between the true underlying
Ty, and Ty, value, reflecting the prolonged stay of the labeled bolus in the blood
compartment in the more accurate two-compartment model.

The optimization of PCASL acquisition settings described in sections 5.2.3
and 5.3.2 for NLE3 was also repeated for NLE2. The theoretical gain in precision
compared to estimating with NLE2 using equidistant settings was found to be
of the same order as for NLE3 using the optimized settings compared to the
equidistant acquisition strategy, in simulations as well as in real data experiments.
These results were not included in this work as they have no impact on which
estimator performs better. It was shown in simulations that NLE2 and NLE3
perform approximately equally well in terms of bias when an appropriate fixed
T1t value is chosen for NLE2. In terms of precision, NLE3 in optimized conditions
still had a significantly lower precision than NLE2 using equidistant data. As the
performance balance in terms of accuracy and precision is already tipped in favor
of NLE2, further increasing the precision of NLE2 by means of experiment design
is not vital for the comparison between NLE2 and NLE3.

In general, a drawback of most experiment design studies, including the one in
this study, is the fact that acquisition settings are optimized given a certain prior
distribution of parameters that describe the underlying physiological process. Usu-
ally such a prior distribution is chosen to represent a certain population, often the
general population. It can be called into question whether the optimized settings
would still be beneficial in a patient setting, as lesions might be represented by
outlying parameters not represented in general prior distributions. An interesting
alternative is to optimize the acquisition settings in real time during scanning,
based on parameter estimates obtained from data acquired moments before, as
was done by Gardener and Jezzard in ASL [125].

It is important to note that, next to 7T7,, other parameters in the SCM (i.e.,
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Ty, Moy and «) can also cause inaccuracies due to a difference between the fixed
or determined value and the true underlying value. It should however be stressed
that 11, My, and « are not good candidates to estimate voxel-wise alongside the
CBF and ATT, contrary to 77,. The CBF, T3, My, and « are not independently
identifiable in the SCM (see Eq.(5.1)). An alternative would be to estimate o and
Ty from data obtained in separate MRI experiments [68,126], similarly to how
My is estimated from a proton density image. Which one of these parameters
has the highest possible impact on CBF quantification accuracy deserves further
study. On top of that, the SCM is inherently biased as it is an approximation of
the underlying physical perfusion process. Therefore, even with exact knowledge
of all fixed parameters, CBF and ATT estimation will remain biased to a certain
degree.

Replacing the SCM by a more complex (i.e., more accurate) model could be
a viable option. Multiple studies have improved upon single-compartment models
in terms of a more accurate representation of the evolution of the ASL signal.
Accounting for a finite permeability of the capillary wall to water diffusion in a
two-compartment model [63,74], incorporating a prolonged stay of labeled water
in arterial microvasculature after arriving in the imaged voxel [39,71], allowing a
change of concentration of labeled water as a function of time [74] and correcting
for dispersion of the labeled bolus [86] are the most notable developments. Unfor-
tunately, extra parameters are introduced in these models. This work has made
clear that it is not a feasible option to estimate extra parameters alongside the
CBF and the ATT within the boundaries of data acquisition at the recommended
spatial resolution and a limited total acquisition time. Hence, extra parameters
need to be fixed to certain literature values, which again introduces inaccuracies,
or have to be obtained from other experiments, which prolongs the total acquisi-
tion time. The only case in which another model might improve upon the SCM
in terms of estimation accuracy and precision, is if estimation of only the CBF
and the ATT with this model is less susceptible to fixing certain parameters in
the model. Future work will focus on finding and testing suitable candidate mod-
els. The simplified solution to the two-compartment model neglecting backflow,
as proposed by Parkes et al [63], could be such a candidate.

In conclusion, it is shown that Tj; plays a central role in quantification of
CBF from multi-PLD PCASL with the single-compartment model. Fixing 77, to
a certain value may cause a significant bias when estimating the CBF and the
ATT with NLE2. Estimating 77, alongside the CBF and the ATT with NLE3 is
too detrimental to the precision, even with optimized acquisition settings. One
may raise the question: is it at all possible to estimate the CBF with sufficient
accuracy and precision while using the single-compartment model? Regarding
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precision, the experiments presented clearly indicate that NLE2 is the only viable
option within the limits of a reasonable total acquisition time and a recommended
spatial resolution [1]. Despite the dependence of NLE2 CBF estimation on the 77,
choice, simulation experiments suggest that fixing 77, in between the population
average of T1; for either WM or GM and the population average of T, minimizes
the risk of a systematic bias in CBF estimation. Therefore, CBF estimation from
multi-PLD PCASL data acquired at the recommended [1]| spatial resolution with
NLE2 using such prolonged fixed 77, values provides the optimal balance between
accuracy and precision.
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Chapter 6

The benefit of supporting
measurements in ASL

In the contribution described in the previous chapter, it was shown that it is not
feasible to estimate the longitudinal relaxation time of tissue 77; alongside the
CBF and the ATT from multi-PLD PCASL data within a scan time reasonable
for a clinical setting due to too low estimation precision. A comment that was
often made while presenting the work in the previous chapter is why we focussed
on T¢, as many researchers indicated its importance in quantification was inferior
compared to other parameters in the quantification model. While we showed that
T1; does play an important role when quantifying with the single-compartment
model, there are indeed two other parameters that are prone to variability: the
labeling efficiency « and the longitudinal relaxation time of blood Tj,. They are
also usually fixed to literature values. Just like fixing the value of Ty, fixing the
values of o and Ty in the single-compartment quantification model could result
in systematic errors in perfusion parameter estimation.

There are two important differences when considering « and Ty, compared to
Ty;. First, when considering multi-time-point ASL data and assuming quantifica-
tion with the SCM, both « and Ty, are not independently identifiable from the
CBF. In other words, the labeling efficiency nor the blood relaxation time can be
estimated alongside the CBF from the same set of data, contrary to the tissue
relaxation time. Second, both a and T3, are also present in the recommended
quantification model for single-PLD PCASL data, while T3 is not. Essentially,
T1p has a much more prominent role in the single-PLD quantification model com-
pared to in the single-compartment quantification model for multi-PLD data. In
any case, « and Ty, can only be determined from supporting (MRI) experiments.
Measuring « and 77, and using those measured values instead of fixing both param-
eters to literature averages is expected to increase the accuracy of CBF estimation
on a population level. However, if we assume a fixed total scan time, performing
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extra experiments would diminish the scan time for acquiring the core ASL data.
This is expected to reduce the precision of CBF estimation. Is it worth to sac-
rifice ASL scan time to perform these supporting measurements in terms of the
accuracy-precision trade-off?7 That was the central question of this study.

6.1 Introduction

While the single-PLD pseudo-continuous ASL (PCASL) experiment in combina-
tion with the simplified model has proven its reliability, it is prone to several
remaining sources of quantification errors [53|. The most important error sources
can be divided in two categories. Firstly, certain model parameters in the consen-
sus model are fixed to literature values, while the true underlying values may vary
significantly in reality. The longitudinal relaxation time of blood 73 changes with
factors defining its physiological state [34,67,68], such as hematocrit, oxygenation
fraction, and blood cell pathologies (e.g. observed in sickle cell disease [127]).
The labeling efficiency a depends on magnetic field inhomogeneities and blood
flow velocity, and can therefore differ between individual arteries, subjects and
scan sessions [31,128|. In the consensus model, 71, and « are fixed to 1.65s and
0.85, respectively. The discrepancy between fixing these model parameters and the
spread of their values in reality may result in significant CBF quantification bias.
Secondly, the consensus model is an oversimplification of the underlying perfusion
processes. It is based on two main assumptions: the entire bolus has arrived in the
imaging voxel at the start of the readout and the labeled spins stay in the blood
compartment during the entire experiment [1|. In order for the first assumption
to be valid, the PLD has to be longer than the arterial transit time (ATT), which
is the travel time of the bolus from the labeling plane to a certain imaging voxel.
As the local ATT can vary within the brain and between subjects [1,35,38], a
sufficiently long PLD of 1800ms was recommended in the consensus experiment.
Unfortunately, for ATTs that are significantly shorter than the PLD, the second
assumption is invalidated. In that case, labeled spins will have entered the brain
tissue where they decay faster, since the longitudinal relaxation time of brain tis-
sue (T1;) is shorter than T3,. Therefore, depending on the interplay between the
local ATT and the PLD, quantification with the consensus model may lead to
relative over- or underestimation of CBF [53].

Both error categories described above may lead to local CBF quantification
errors varying between regions of the brain, or global quantification errors varying
between different subjects or scan sessions, or a combination of both. In other
words, CBF can be over- or underestimated to varying degrees due to a certain
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mixture of these confounders. Ultimately, in clinical contexts which depend upon
quantitative values, it may impede usability of quantitative ASL scans.

CBF quantification accuracy can be increased by performing additional ex-
periments or by using alternative versions of the ASL experiment. Such ad-
ditional experiments may consist of measuring T, and a with separate MRI
scans [68,126,129,130], instead of fixing them to literature values. Sampling the
perfusion process at multiple time points by means of multi-PLD PCASL [55,131]
or time-encoded PCASL [57,59] allows for more accurate CBF quantification along
with the possibility to measure the ATT, contrary to the single-PLD PCASL con-
sensus implementation. However, if the total acquisition time is kept constant,
these suggested alterations will limit the number of label-control pairs that can be
acquired during the perfusion phase. Ultimately, this will reduce the precision of
CBF quantification.

Clearly, there is a trade-off between CBF quantification accuracy and precision
when sacrificing ASL scan time for additional measurements or acquisition of ASL
data at multiple time points, compared to the single-PLD consensus ASL exper-
iment. Yet, accuracy and precision both impact the ability to compare absolute
CBF estimates, both within a subject as well as between subjects. Therefore,
the goal of the current study is to optimize the distribution of scan time for a
five-minute protocol between averaging of ASL data versus performing supporting
measurements.

6.2 Methods

In order to properly study absolute quantification accuracy, the underlying ground
truth values of the parameters of interest need to be known. This requirement can
be met in simulation experiments. First, the building blocks of the simulation
experiment in the context of a PCASL experiment with supporting measurements
are discussed. Subsequently, an overview of the entire simulation experiment is
given, along with the chosen PCASL acquisition strategies. Next, the statistical
analysis of the simulation results is described. Then, two slightly different versions
of the main simulation experiment with potential significant implications are de-
fined. Finally, the design of a real data experiment serving as a first validation is
delineated in section 6.2.2.

6.2.1 Simulation experiment

PCASL data simulation
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In this work, the noiseless PCASL difference signal AS' is simulated as a convo-
lution of an arterial input function (AIF) [90,91], described by Eq.(4.22), and an
impulse residue function (IRF) [74], described by Eq.(4.17). A detailed description
of this AIF and IRF can be found in Chapter 4. This AIF and IRF are considered
as accurate representations of the underlying physiological process, thus resulting
in highly accurate data simulation. The resulting PCASL difference signal AS,
acquired with a labeling duration 7; at a time point t; = 7; + PLDj, is then given
by:

AS(t5,75) = nMopla(t) * (b, 75) ;. (6.1)

with n = 2 for single- or multi-PLD PCASL or n = K for time-encoded PCASL
(te-PCASL), with K the order of the Hadamard matrix coupled to the te-PCASL
acquisition scheme.

A vital part of realistic simulations is the incorporation of realistic noise. As
label and control images are usually acquired at low spatial resolutions, resulting
in high SNRs, it is reasonable to assume that their signal intensities are Gaus-
sian distributed [93,94]. The resulting difference data will also follow a Gaussian
distribution. Therefore, Gaussian distributed zero-mean noise was added to the
PCASL difference signals AS. An appropriate standard deviation o for such ad-
ditive Gaussian noise was determined based on a temporal SNR (tSNR) for 3D
GRASE background suppressed single-PLD PCASL data in gray matter (GM)
reported in [47]|. A single simulated noise disturbed PCASL difference data point
AM could thereby be defined as:

AM(t;, 7j) = AS(tj, 75) + €, (6.2)
with e; ~ N(0,0) the additive noise.

Simulation of supporting measurements

The labeling efficiency a and the longitudinal relaxation time of blood Ty, can
be estimated from MRI data acquired in separate experiments [68,126]. In order
to realistically simulate these supporting measurements, information about the
estimation precision of the parameter of interest and the associated acquisition
time is needed.

Chen et al. [126] proposed a sequence for measurement of the PCASL labeling
efficiency . The stability of this measurement was studied by multiple repetitions
of the experiment. With cardiac triggering, they found a measurement standard
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deviation o, of approximately 0.04. The scan time per repetition t., was ap-
proximately 7 seconds. Assuming the estimation of « is unbiased and «; is the
underlying ground truth labeling efficiency, the estimate @; from data acquired
during a certain scan time t, can be simulated as

a; = ({@ip ~ N (@i, 00) }=1)p, (6.3)

with @, an estimate of a; obtained from a single repetition of the experiment, (-)
the mean value of the enclosed subset, and P = |t /trep] the number of repetitions
of the experiment, with |-| the floor operator.

The longitudinal relaxation time of arterial blood can be estimated in the
carotid artery as proposed by Li et al. [68]. They report an intrasession coefficient
of variation (CoV) of 1.1% for the estimation of arterial T3, from T;-weighted data
acquired in a scan time t,o¢ of 69 seconds. For an average T3 of 1.65s at 3T, the
reported CoV results in an estimation standard deviation o, = CoVr,, - (T1p) =
0.018s. Assuming the estimation precision scales linearly with the total scan time,
scaling the acquisition time with a factor R results in a scaling of the parameter
estimation standard deviation with a factor 1/ V/R. Therefore, the estimate of Ty
from Ti-weighted data obtained within a certain scan time t7,, and assumed to
be unbiased can be simulated as

~ oT
l -~ N Z i 0 1 N— y 6.4
1b,i < 1b,i tle /tref> ( )

with ﬁbﬂ- the estimate and 77, the true blood longitudinal relaxation time.

The methods described in Eq.(6.3-6.4) were used to simulate supporting ex-
periments for different scan durations with the appropriate associated estimation
precision.

Prior distributions of relevant parameters

As it is our goal to assess the CBF estimation over multiple perfusion states in
the general population for certain five-minute protocols, the simulations should be
repeated over a large number of perfusion states. The different perfusion processes
representative of the general population can be approximated based upon litera-
ture by a prior distribution p(@) of each parameter that appears in the PCASL
data simulation model as presented in section 6.2.1 (see Table 6.1). Choosing ei-
ther a normal or a uniform distribution for a certain parameter was based on the
spread of the reported GM values in the considered publications. In terms of this
simulation experiment, a perfusion process is defined by a random draw 6; from
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the prior distribution p(@) defined in Table 6.1. The ground truth CBF was kept
constant at f = 50mL/100g/min for all perfusion states to allow easy interpreta-
tion of the results. This has a negligible impact on the generality of the results, as
the relative quantification accuracy and precision are approximately independent
of the considered CBF value, due to the approximately linear relation between the
CBF and the PCASL signal in the single-compartment quantification model [52].
The equilibrium blood magnetization My, was kept constant at unity.

Parameter Parameter distribution

labeling efficiency « | | N(0.80,0.06) [65,66]

blood longitudinal relaxation time Ty, [s| | M (1.65,0.12) [67-69]

IRF | tissue longitudinal relaxation time Ty [s| | A(1.45,0.14) [70]

blood-to-tissue water transit time Tians [s] | ¢(0.30,3.60) [75-77]

arterial microvascular transit time 7, [s| | ¢(0.30,1.00) [78-80]
tracer capillary distribution volume V. | ¢(2.0,4.0) [63,81]
[mL/100g]
tracer venous distribution volume V, | ¢(1.0,3.0) [82,83]
[mL/100g]

AIF | arterial transit time At [s] N(0.82,0.15) [35,38]
center-of-vessel travel time tg [s] N(0.10,0.01) [90,91]

TABLE 6.1: The prior distribution p(@) of the model parame-

ters @ = {a, Thp, T1¢, Torans, Tas Ve, Vo, At, to} in GM in the general

population. A normal distribution is described as N (u, o) with

 the mean and o the standard deviation; a uniform distribution

is described as U(l,u) with [ and u the lower and upper bound,
respectively.

Quantification model

After simulating PCASL data and supporting measurements for a certain sequence
setting and perfusion state, quantification of CBF is the final step in the simulation
experiment. For single-PLD PCASL experiments, the CBF f was calculated as

B AM exp(PLD/T1p)
2aT,Moy(1 — exp(—7/T1p))’

(6.5)

with AM the mean of the single-PLD PCASL difference data. For multi-PLD
PCASL or te-PCASL experiments, the CBF f and ATT At were quantified with a
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nonlinear least-squares estimator by fitting the Buxton single-compartment model
[52]

0 O<t<At
g(t) = < naMo, fTh exp(—At/Thy) <1 - exp(—t}ﬁt)) At<t<tT+AL
nOZMObfTIt eXp(—At/le) eXp(—%) (1 _ eXp<—T/T1t)) t>THAL
(6.6)

to the multi-time-point PCASL data. The unit of each estimated CBF value was
converted from mL/g/s to mL/100g/min by multiplication with a factor of 6000.

If scan time was assigned to the additional experiments, o and Ty, in Eq.(6.5)
and Eq.(6.6) were set to the estimated values as defined in Eq.(6.3) and Eq.(6.4),
respectively, otherwise standard literature values were assumed (o = 0.8 and T}y, =
1.65s). Measurement of My, was simulated in each quantification by randomly
selecting a value from a normal distribution N (1.00,0.09), which represents the
variability in different measurement methods for My, [132]. For multi-time-point
PCASL data, the tissue longitudinal relaxation time T3; was fixed at 1.45s [70],
compatible with a 3T scanner.

Overview of the entire simulation experiment

The building blocks of the simulation experiment, discussed in section 6.2.1, are
summarized in a flowchart in Figure 6.1. The framework starts with the selection
of a ground truth perfusion process, simulates the relevant data and measurements,
and ends with the quantification of the CBF. The entire simulation experiment
was formed by repeating the steps in this framework on three distinct levels.
Firstly, multiple five-minute protocols were examined. On the one hand, dis-
tribution of the five-minute scan time Tio; between acquisition of PCASL data
and supporting scans was varied. The percentages of scan time assigned to mea-
surement of o and Ty, were increased from 0 up to 40% of Tiy in increments
of 2%, including all possible combinations. On the other hand, three acquisition
strategies were considered for PCASL: single-PLD, equidistant sequential multi-
PLD and a free-lunch version of te-PCASL (te-FL PCASL). Details of the PCASL
acquisition settings are summarized in Table 6.2. Each of these PCASL sampling
protocols were repeated maximally within the scan time Tio; — to — t7y, to ob-
tain multiple averages. This process is straightforward for single-PLD and te-FL
PCASL: fit as many repeats of label-control pairs or the Hadamard acquisition
scheme within the available scan time. For multi-PLD, after repeating the entire
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imaging sequence maximally, the remaining scan time was used to acquire data
points at a randomized subset of the PLDs.

Secondly, for each of these five-minute protocols, the simulation framework
was run for 1000 ground truth perfusion states 8; randomly drawn from the prior
distribution p(@) as defined in Table 6.1.

Thirdly, for each five-minute experiment and for each ground truth perfusion
state, 100 repeats of data simulation and quantification were performed with dif-
ferent noise realizations. In this setting, different noise realizations are equivalent
to repeated simulation of PCASL data {AM (t;, Tj)};yzl and estimates a; and flb,i-

Single ground truth perfusion state
0: = {ci, Tiv,is Tt,is Mob,is Terans,is Tasis Ve,is Vo,is Atis toi} ~ p(0)
f = 50mL/100g/min

|

Experiment Scan time Data simulation

Measurement of a ta a; = ({agp ~ N(ai,oa)}i;ﬁm with P = [ta/trep)
Measurement of Ty, ; try, flb\z ~N(Twi,01,, - (\/M)—l)

PCASL data simulation |Ttot — ta — t1y,| f,0;,¢, T La®), {AM;(t;, Tj)}é-V:l

|

Quantification
(Eq.(7)) or (Eq.(8))

f (and Zt\z)

{AM,(t5, 7)Yy, @i, Tios

FIGURE 6.1: Flowchart of one run of the simulation experiment for
a certain five-minute protocol and a certain ground truth perfusion
state. The amount of PCASL difference data points N depends on
the available scan time 7ot —to —t1,, and the acquisition strategy
(single-PLD, multi-PLD or time-encoded).
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Acquisition strategy | Labeling duration [s] PLD [s]
single-PLD 1.8 1.8
equidistant multi-PLD 1.8 0.2, 0.4, 0.6, 0.8, 1.0,

1.2, 1.4, 1.6, 1.8, 2.0

free-lunch time-encoded | 1.8, 0.175, 0.175, 0.175, | 1.8, 1.625, 1.45, 1.275,

0.175, 0.175, 0.175, 0.175, | 1.1, 0.925, 0.75, 0.575,
0.175, 0.175, 0.175 0.4, 0.225, 0.05

TABLE 6.2: Details of the PCASL acquisition strategies used in
the simulation experiment.

Statistical analysis

The goal of the current study is to find the five-minute protocol that attains
the lowest level of CBF estimation variability across all considered confounding
sources of variation, namely differences in the underlying perfusion states and
random noise in the data. For a certain five-minute protocol, multiple runs of
data simulation, as described in Figure 6.1, will result in data sets from different
perfusion states 0; and with varying random noise, yet with the same underlying
CBF value. A five-minute protocol is then considered to have a low CBF estimation
variability if the spread in the entire pool of obtained CBF estimates is low. A
suitable metric to describe this estimation variability is the standard deviation s
of the set of CBF estimates quantified from the ¢ = 100 repetitions of noisy data
sets from each of the P = 1000 considered perfusion processes, i.e. the standard
deviation over 100.000 CBF estimations:

1 _
S = mzz fzk_ ) (67)

with f the sample mean.

It is important to stress that the standard deviation of such a set of CBF
estimates, described by Eq.(6.7), captures CBF estimation variability of a cer-
tain protocol on a population level. Statistical measures describing such a set of
estimates, like its standard deviation and mean, need to be differentiated from sta-
tistical concepts that describe the estimator used for CBF quantification, namely
the accuracy (or bias) and precision. Indeed, when referring to the bias or preci-
sion of an estimator of CBF, a single underlying perfusion state (i.e., fixed «, T1y,
Ty¢ and At) is assumed. This difference in terminology is followed rigorously in
what follows.
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Simulation sub-studies

In the main simulation experiment, a more realistic, more complicated model is
used for data simulation than for quantification. While this option was chosen
in order to match a real data experiment as closely as possible, it adds a poten-
tial source of bias to the quantification. Therefore, the entire simulation exper-
iment described in section 6.2.1 was repeated by using the single-compartment
model (Eq.(6.6)) for data simulation as well as quantification. The resulting CBF
estimate distributions were compared to the ones from the main simulation ex-
periment in order to separate the contribution of supporting measurements to a
reduced CBF estimation variability from potential bias caused by an oversimplified
quantification.

Simulation of the supporting measurements, as described in subsection 6.2.1,
assumes estimation of the respective parameters is unbiased. As in reality such
supporting measurements could be biased, the entire simulation experiment was
also repeated assuming a consistent relative overestimating bias of 5% in both sup-
porting measurements. With this sub-experiment, it was examined whether such a
bias has a detrimental effect on potential benefits of the supporting measurements
by comparing the CBF estimate distributions linked to the unbiased and biased
versions of the supporting measurements. The choice for overestimation instead
of underestimation was arbitrary, as there is no reason to expect either option is
more likely than the other.

6.2.2 Real data validation experiment

As a first validation of the simulation results, a real data study was designed that
allowed for a comparison between CBF quantification using either the population
average 77 value or individually estimated 77 values. From a population study
with healthy volunteers in which single-PLD PCASL data (scanner: Siemens 3.0
T, readout: 3D GRASE, spatial resolution = 4 x4 x5 mm?, number of segments for
whole-brain coverage = 2, labeling duration = 1.8 s, PLD = 1.8 s, number of aver-
ages = 4, TR = 5 s, total acquisition time = 80 s) and blood samples prior to scan-
ning were acquired, five subjects with a low hematocrit (Hct=0.34540.011) and
five subjects with a high hematocrit (Hct=0.46440.015) were selected. From each
hematocrit measurement, the 77 of blood was estimated [67|. Furthermore, for
each subject, an equilibrium magnetization image (‘M) (sequence: 3D GRASE;,
spatial resolution = 4 x 4 x 5 mm?, number of segments for whole brain coverage
=2, TR = 5s, TE = 18 ms), for absolute quantification of the CBF, and a high-
resolution anatomical image (sequence: MPRAGE, spatial resolution = 1 x 1 x 1
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mm?, TR = 2250 ms, TE = 4 ms, TI = 900 ms), for tissue segmentation, were
acquired.

The data for each subject was analyzed as follows. First, all relevant MRI data
(label images, control images, and the proton density ‘My;’ image) were mutually
registered. Second, an averaged perfusion-weighted image was obtained by pair-
wise subtraction of label-control pairs and subsequent averaging of the resulting
difference images. Third, CBF quantification was performed twice, once using the
population average T7; value, and once using the individually estimated 77, value.
Finally, CBF values from gray matter voxels were isolated by downsampling and
coregistering a GM mask to the CBF maps, following the procedure described
in [133]. The GM mask was obtained from a high-resolution anatomical image by
means of multilevel image thresholding [122|. Potential differences in CBF estima-
tion variability between using the recommended population average T3, value and
using individually estimated 77 values were assessed by comparing the standard
deviations of the set of GM CBF estimates, pooled over all subjects, for both
quantification methods.

As this real data experiment is a simplified version of the main simulation
setup, a modified version of the simulation experiment mimicking the real data
protocol was also run. For this purpose, the framework of the simulation ex-
periment, described in section 6.2.1, was slightly adapted: instead of generating
1000 perfusion states with randomized 77, values and a fixed CBF, 1000 perfusion
states were generated with randomized CBF values for each of the 10 individ-
ually estimated Ty, values from the real data experiment; random CBF values
were drawn from a normal distribution of gray matter CBF values (i.e., N'(54,11)
mL/100g/min) reflecting reported literature ranges [64]; the set of 1000 perfusion
states per 17, value simulates the underlying perfusion variations over different
parts of the brain of an individual. Single-PLD PCASL data was simulated ac-
cording to the real data acquisition protocol. Subsequently, CBF was quantified
from the simulation data twice for each perfusion state: once using the fixed T7;
value of 1.65 s, which is the recommended population average for T};, and once
using the appropriate individual Ty, value. The distributions of the CBF estimates
resulting from the real data experiment and those of the modified simulation exper-
iment were compared in terms of the overall CBF estimation variability, allowing
for an assessment of the validity of the simulation experiment.
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6.3 Results

6.3.1 Simulation experiment

Figure 6.2 shows the standard deviation s of the CBF estimates as defined in
section 6.2.1 for all considered five-minute protocols. The value in the top left of
Figure 2a, highlighted in black, depicts the CBF estimation variability in the rec-
ommended single-PLD PCASL implementation when separate estimates for « and
Ty are not made. It serves as a starting point reflecting how differences in perfu-
sion states and noise within and between subjects affect CBF estimation. If the
standard deviation s, defined in section 2.3, is a measure for the absolute variabil-
ity of CBF estimation, the relative variability can be defined as the ratio between
s and the underlying ground truth CBF value. For single-PLD PCASL without
supporting measurements, a relative variability of 12.2% was found. While there
is no literature study that matches one-to-one with this simulation experiment,
the between-subject standard deviation reported in the QUASAR reproducibility
study [35] is closely related to the CBF estimation variability reported in this
simulation study. The ratio of the reported average between-subject standard de-
viation and average mean gray matter CBF value in [35] is equal to 11.6%, which
shows that the relative variability reported above reflects reality. The standard
deviations shown in the top left corners of Figure 2b and 2c¢ represent the CBF
estimation variability for the te-FL and multi-PLD PCASL protocol without sup-
porting measurements, respectively. The relative variabilities of these protocols
(12.6% and 12.2%, respectively) are comparable to the one of their single-PLD
counterpart.

For each ASL acquisition strategy, the standard deviation s reduced when
allocating scan time for supporting measurements. The protocols with the lowest
standard deviation are highlighted in red in Figure 6.2 for each ASL acquisition
type. For these protocols, a relative variability of 8.6%, 8.0% and 7.2% was found
for single-PLD, te-FL and multi-PLD PCASL, respectively. Compared to the
result of the single-PLD protocol without supporting measurements shown above,
this implies a reduction in relative variability of 26%, 33% and 42% for single-PLD,
te-FL and multi-PLD PCASL, respectively. Note that the standard deviation
landscapes shown in Figure 6.2 are relatively flat. In other words, for all three
ASL acquisition strategies, there is a rather wide range of scan time distributions
that result in a similar CBF estimation variability as for the protocols highlighted
in red.
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FIGURE 6.2: The standard deviation of the set of CBF estimates
{ fi,k}}iﬂf”gﬁ for five-minute combinations of a (a) single-PLD (b)
free-lunch time-encoded (te-FL) and (c) equidistant multi-PLD
PCASL experiment with supporting experiments to estimate «
and T1p. The standard deviations linked to the single-PLD, te-FL
and multi-PLD protocols without supporting measurements are
highlighted with black boxes, while the protocols with the lowest
standard deviation in each ASL modality are highlighted with a
red box.

109



Chapter 6. The benefit of supporting measurements in ASL

While the results in Figure 6.2 describe the main statistical entity of interest,
i.e. the CBF estimation variability, it provides no information about the overall
mean of the set of CBF estimates of each protocol. Therefore, the distribution of
the set of CBF estimates is showcased in Figure 6.3 for the six protocols highlighted
in Figure 6.2.
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FIGURE 6.3: The normalized distribution of CBF estimates from

the six protocols highlighted in Figure 6.2: the protocol with only

single-PLD PCASL data, only te-FL. PCASL data, and only multi-

PLD PCASL data, as well as the optimal protocol for each con-
sidered ASL modality.

Each standard deviation of the set of CBF estimates for each protocol shown
in Figure 6.2 is the combined result of bias from different perfusion states and
noise in the data. Each protocol suffers from both effects to a different degree,
which is shown in more detail in Figure 6.4. Figure 6.4a visualizes the contrast
between only acquiring ASL data and combining it with the measurement of «
and Ty, by demonstrating the CBF estimation bias and precision for different
underlying physiological perfusion states. It shows the trade-off when sacrificing
ASL scan time; a reduced spread in estimation bias comes at a cost of lower
individual estimation precision. When the decision is made to perform supporting
measurements, there is again a trade-off between improving the estimation of o and
T and maintaining a sufficient SNR of the PCASL data (Figure 3b). On the one
hand, when a very small percentage of time is used for supporting measurements,
estimation of a and 17y is very imprecise. On the other hand, when supporting
measurements take up most of the scan time, the SNR of the ASL data is very
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low. Both extremes lead to lower CBF estimation precision, which is ultimately
reflected in a higher variability. The optimal distribution of scan time lies in
between these extreme cases.
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FIGURE 6.4: (a) A visualization of the trade-off between the es-
timation precision on a voxel level and the spread in estimation
bias on a population level. Each normalized distribution repre-
sents the fit to the histogram of CBF estimates originating from
100 data simulation repeats for a specific ground truth perfusion
state 0;. These fits were performed for estimates from 10 of the
1000 considered ground truth perfusion states, for the case of only
single-PLD data and the combination of single-PLD data acquisi-
tion with supporting measurements with the lowest variability of
CBF estimation in Figure 6.2a. (b) The average relative standard
deviation for estimating o and T3, is contrasted with the average
inverse of the single-PLD PCASL data SNR for the protocols rep-
resented on the diagonal in Figure 6.2a. For these protocols, the
scan times for both supporting measurements are equal. The scan
time shown on the z-axis in (b) is the sum of both scan times.
The SNR of single-PLD PCASL data is defined as the ratio of the
mean and standard deviation of the set of difference data repeats,
where the number of repeats depends on the allocated ASL scan
time.

The results of the simulation sub-studies, defined in section 6.2.1, are summa-
rized in Figure 6.5. In Figure 6.5a, CBF estimate distributions are shown when
using the same model for data simulation as for quantification in a comparison to
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FIGURE 6.5: The black curves in subfigures (a) and (b) repre-
sent the normalized distributions of CBF estimates obtained from
the main implementation of the simulation experiment with the
realistic data simulation model. The cyan curves in subfigure (a)
represent CBF estimate distributions for the same protocols, yet
for data simulation using the SCM as defined in Eq.(6.6). In sub-
figure (b), the cyan curves represent CBF estimate distributions
for the same protocols with an offset bias of 5% overestimation of
both o and Tip.

the distributions obtained from the main implementation of the simulation exper-
iment. In terms of CBF estimation variability, a difference in the complexity of
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data simulation clearly has no significant effect. In terms of a bias offset, there is
only a significant difference between both implementations of the simulation ex-
periment for single-PLD protocols. The results of the second sub-experiment are
summarized in Figure 6.5b. Having an offset bias in the estimation of a and 11y
from the supporting experiments has no effect on the CBF estimation variability
compared to having unbiased supporting measurements. It only causes a fixed
global bias in CBF estimation, consistent with the relation between « and 77 on
the one hand and CBF on the other hand in the quantification model, independent
of the underlying perfusion state or noise in the data.

6.3.2 Real data validation experiment

The distribution of the set of estimated CBF values, pooled over the considered
population, for both quantification strategies is shown in Figure 6.6a. On a popu-
lation level, there is a lower CBF estimation variability when using individual 17,
estimates, indicated by the standard deviation of the set of CBF estimates drop-
ping from 21.0 mL/100g/min when using a fixed T3 value to 17.6 mL/100g/min
when using individually measured T7; values. Note that, in contrast to the main
simulation experiment, there are no ground truth CBF values to compare the esti-
mated CBF values to and that those underlying ground truth CBF values differ in
each considered voxel (i.e., not fixed to 50mL/100g/min). Despite that, the stan-
dard deviation of the set of CBF estimates is still indicative of CBF estimation
variability.

In Figure 6.6b, the CBF estimates are shown resulting from the modified sim-
ulation experiment, which mimics the real data experiment. There is a similar
relative reduction in estimation variability. The absolute estimation variability is
higher in the real data experiment, which is likely caused by partial volume effects,
resulting in very low CBF estimates, and data outliers or remaining macrovascular
signal, resulting in CBF overestimation. Such effects are not present in the sim-
ulation experiment. Both in real data and in simulations, there is a difference in
the mean CBF value for both quantification methods. This can be attributed to
the difference between the recommended quantification value for Ty (i.e., 1.65 s)
and the mean of the estimated T} values in this specific population (i.e., 1.75 s).
Overall, the real data and simulation results, shown in Figure 6.6, clearly align.
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FIGURE 6.6: (a) Normalized distribution of the set of estimated
GM CBF values, pooled over the considered population of 10
healthy volunteers, for quantification with a single population av-
erage for blood T} (blue) and with individual blood T} values (or-
ange), estimated from a hematocrit measurement. (b) Normalized
distribution of the set of estimated GM CBF values for the simu-
lation experiment that closely mimicked the real data experiment.
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6.4 Discussion and Conclusions

In this work, a range of five-