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Abstract

We present the ASTRA (All Scale Tomographic Reconstruction Antwerp) toolbox:
an open source, GPU-accelerated library for 3D image reconstruction in tomography.
While most of the current software tools available for tomography offer only limited
flexibility in the geometry of the experimental setup and the set of available reconstruc-
tion algorithms, the ASTRA toolbox provides a set of highly flexible building blocks
that can be used to construct advanced reconstruction algorithms, effectively removing
these limitations. We describe how the design of the ASTRA toolbox allows for full
flexibility in specifying the geometry while still maintaining an efficient mapping onto
the underlying hardware. The ASTRA toolbox comes with a MATLAB interface for
easy user interaction and is available for both Windows and Linux.
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1 Introduction

The aim of tomographic reconstruction is to create a 3D representation of an object starting
from a series of its projections, taken along a range of angles. Depending on the type of
tomography, projection images are acquired using X-rays, electrons, or some other type
of beam that interacts with the object. Traditionally, reconstruction is performed using
backprojection methods such as Filtered Backprojection (FBP) and adapted versions like
Feldkamp-Davis-Kress (FDK) [9]. These algorithms are computationally efficient, but suffer
from artefacts if only limited, or highly noisy projection data is available.

Algebraic methods employ a linear model of the projection process, effectively solving
the linear system Wx = p, where the matrix W denotes the projection operator, the
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vector p denotes the projection data, and the vector x corresponds to the image to be
reconstructed. Algebraic methods can yield more accurate reconstructions, but are typically
much slower due to their iterative nature. Examples of such methods are the Simultaneous
Algebraic Reconstruction Technique (SART)[9], the Simultaneous Iterative Reconstruction
Technique (SIRT)[6], or Conjugate Gradients Least Squares (CGLS)[8].

More recently, sophisticated algorithms have been developed that are capable of incor-
porating various kinds of prior knowledge in the reconstruction. As examples, we mention
the FISTA algorithm [3, 4] for Total Variation minimization (TV-min) and the Discrete
Algebraic Reconstruction Technique (DART) for discrete tomography [2].

A common drawback of iterative methods, and particularly those that involve prior
knowledge, is that significantly more computation time is required to perform reconstruc-
tions compared to backprojection methods. Typically, the computationally most expensive
parts are the so-called Forward Projection (algebraically the evaluation of Wx) and Back
Projection (algebraically W Ty). Efficient implementations of these operations are therefore
essential.

Various software packages have been developed for tomographic reconstruction. Some
of these packages were designed with a particular application in mind, are often highly
optimized and typically employs a fixed set of reconstruction algorithms (e.g., [1, 12]).
On the other hand, there are several toolboxes available that are specifically aimed at
algorithm development (e.g., [5, 7]), but these are more suitable for prototyping than for
the development of high-performance algorithms that can process large datasets.

The ASTRA toolbox is an open source toolbox that aims to fill this gap by providing
flexible high-performance implementations of Forward Projection (FP) and Back Projection
(BP) operators, as well as ready-to-use iterative reconstruction algorithms built on top of
these. By exposing building blocks that are both flexible and highly efficient, the ASTRA
toolbox is not only suitable for prototyping, but the resulting algorithms can immediately
be applied to large experimental datasets with high efficiency. The toolbox uses NVIDIA
Graphics Processing Units (GPUs) to accelerate the computation, and has a MATLAB
interface for convenient algorithm prototyping.

The toolbox is available as open source software (GPLv3) and can be downloaded from
http://visionlab.ua.ac.be/software/ for Windows and Linux operating systems.

In the following sections, the features and performance characteristics of the ASTRA
toolbox are summarized.

2 Features

As mentioned in the introduction, the ASTRA toolbox utilizes GPU acceleration to pro-
vide high-performance and flexible building blocks for advanced reconstruction algorithm
development in MATLAB.
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Specifically, it has the following features.

• Support for 2D geometries (parallel beam, fan beam) and 3D geometries (cone beam,
parallel beam) with full flexibility for choosing the positions of source and detectors.

• Reconstruction voxel size independent of detector pixel size for higher or lower reso-
lution reconstructions.

• Standard iterative algorithms with full GPU acceleration.

• Accelerated FP and BP for use in custom algorithms from MATLAB.

A distinguishing feature is that in the 3D geometries, it is possible to freely position
the detector in 3D space for each projection direction separately, as well as the X-ray source
(for cone beam geometries) or ray direction (for parallel beam geometries). This allows the
transparent use of less traditional trajectories such as dual tilt axis setups, modelling any
misalignment in experimental setups, or even the formation of diffraction spots in X-ray
diffraction contrast CT [11].

To illustrate basic usage of the toolbox from MATLAB, we show a script executing a
SIRT reconstruction of a 2D slice using GPU acceleration. The downloadable version of the
ASTRA toolbox contains additional sample scripts.

This script shows the concepts of setting up the geometry, creating data objects, setting
up a reconstruction algorithm, and running it.

% Set up the geometry :
% A 256 x256 r e c o n s t r u c t i o n volume , and 180 p r o j e c t i o n ang l e s
% between 0 and pi , with 256 de t e c t o r p i x e l s o f width 1 . 0 .
vol geom = a s t r a c r e a t e v o l g e o m (256 , 2 56 ) ;
proj geom = a s t r a c r e a t e p r o j g e o m ( ’ p a r a l l e l ’ , 1 . 0 , 256 , . . .

l i n s p a c e 2 (0 , pi , 1 8 0 ) ) ;

% Create the ASTRA data o b j e c t s f o r the sinogram and r e c o n s t r u c t i o n .
% The matrix ’ data ’ i s expected to a l r eady conta in the sinogram .
s inogram id = astra mex data2d ( ’ c reate ’ , ’− s ino ’ , proj geom , data ) ;
r e c i d = astra mex data2d ( ’ c reate ’ , ’−vol ’ , vol geom , 0 ) ;

% Set up the parameters f o r a r e c o n s t r u c t i o n us ing the GPU.
% This w i l l use SIRT . Other GPU opt ions in c lude
% SART CUDA, EM CUDA, FBP CUDA.
c f g = a s t r a s t r u c t ( ’SIRT CUDA ’ ) ;
c f g . Reconstruct ionDataId = r e c i d ;
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c f g . Pro ject ionDataId = s inogram id ;
% Add c o n s t r a i n t s to l i m i t the r e c o n s t r u c t i o n to the i n t e r v a l [ 0 , 1 ]
c f g . opt ion . MinConstraint = 0 . 0 ;
c f g . opt ion . MaxConstraint = 1 . 0 ;

% Create the a lgor i thm ob j e c t from the c o n f i g u r a t i o n s t r u c t u r e
a l g i d = ast ra mex a lgor i thm ( ’ c reate ’ , c f g ) ;

% Run 150 i t e r a t i o n s o f the a lgor i thm
astra mex a lgor i thm ( ’ i t e r a t e ’ , a l g i d , 1 5 0 ) ;

% Get and show the r e s u l t
r e c = astra mex data2d ( ’ get ’ , r e c i d ) ;
f i g u r e ; imshow ( rec , [ ] ) ;

% Clean up . Note that the used GPU memory i s t i e d up in the
% algor i thm object , and main RAM in the data o b j e c t s .
a s t ra mex a lgor i thm ( ’ de l e t e ’ , a l g i d ) ;
astra mex data2d ( ’ de l e t e ’ , r e c i d ) ;
astra mex data2d ( ’ de l e t e ’ , s inogram id ) ;

3 Performance

To illustrate the GPU performance of the ASTRA toolbox, we report the results of a series
of benchmarks.

The first set of experiments, in Table 1, consists of volumes reconstructed as a stack
of 2D slices using the SIRT algorithm. The reconstructions were carried out on three
datasets with sizes typical for Electron Microscopy, which are also used as benchmarks in
[1, 10, 13, 14]. We compared our performance against these results. We have used a NVIDIA
GTX 280 and GTX 680 for this test. The reported times are in seconds for a single SIRT
iteration of the entire volume.

All three datasets consisted of 61 projection images of size 356 × 506 for Dataset A,
712 × 1024 for Dataset B, and 1424 × 2024 for Dataset C. The reconstructed volumes were
356 × 506 × 148, 712 × 1012 × 296, and 1424 × 2024 × 591 voxels, respectively.

The second set of experiments, in Table 2, shows the performance for true 3D recon-
structions with a cone beam geometry. These reconstructions require more memory to
perform, so we have used a NVIDIA Tesla M2090 with 6GB RAM for this benchmark. The
reported times are again in seconds for a single SIRT iteration of the entire volume. Both
datasets use 180 projection images of sizes 256 × 256 and 512 × 512. The reconstruction
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volumes are 256 × 256 × 256 and 512 × 512 × 512 voxels, respectively.

The third and final set of experiments, in Table 3, shows the performance for even larger
3D reconstructions, utilizing multiple NVIDIA Tesla M2090 cards simultaneously. This set
of constructions uses an Electron Microscopy geometry with slightly misaligned positioning
so the reconstruction can not be carried out as a stack of 2D reconstructions. Both datasets
use 80 projections, of sizes 512 × 512 and 1024 × 1024. The corresponding reconstruction
volumes were 512 × 512 × 512 and 1024 × 1024 × 1024 voxels, respectively.

Dataset A Dataset B Dataset C

Xu et al. — GTX 280 [14] 2.10 10.66 58.47
Vázquez et al. — Tesla C2050 [13] 3.70 37.91
Agulleiro et al. — Xeon 5405 (8 thr.) [1] 0.35 2.94 24.55
ASTRA — GTX 280 [10] 0.45 2.00 11.13
ASTRA — GTX 680 0.35 1.27 6.67

Table 1: Comparison of runtime (in seconds) for a single SIRT iteration of various recent
CPU and GPU implementation.

256 × 256 512 × 512

ASTRA — Tesla M2090 0.42 3.28

Table 2: Benchmarks of ASTRA runtime (in seconds) for a single SIRT iteration.

512 × 512 × 512 1024 × 1024 × 1024

ASTRA — 1× Tesla M2090 2.32 26.13
ASTRA — 2× Tesla M2090 1.58 17.51
ASTRA — 4× Tesla M2090 1.62 9.92

Table 3: Benchmarks of ASTRA runtime (in seconds) for a single SIRT iteration, using
multiple GPUs.

4 Conclusion

In this paper, we have presented the ASTRA toolbox: an open source, GPU-accelerated
toolbox for 3D tomographic image reconstruction with a user friendly Matlab interface.
The reported benchmarks show that the ASTRA toolbox outperforms current state-of-the-
art tomography software libraries with respect to computational speed. Since it allows
full flexibility of the acquisition geometry, it provides a basis for the rapid development
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of advanced iterative reconstruction methods, which can then be applied directly to large
experimental datasets.
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