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Abstract

A new sparse-view parallel beam computed tomography reconstruction method is proposed that exploits the restoration capab-
ilities of Transformer networks, in particular the Swin Transformer-based image reconstruction network SwinIR. Our method
comprises three key blocks: sinogram upsampling via linear interpolation, initial reconstruction using deep learning in both do-
mains, and residual refinement. Two architectures are tested: a long one using neural networks in both domains of the residual
refinement block and a short one using a network exclusively in the sinogram domain. Each method is tested with SwinIR and U-
Net, resulting in four variants, all of which outperform traditional methods like FBP and SIRT in terms of PSNR and SSIM. The
short architecture using SwinlR achieves the best results, with a training and computation time smaller than the SwinIR-based
long architecture but larger than both U-Net-based variants.
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1 Introduction

Computed Tomography (CT) is a noninvasive imaging method that utilizes X-ray projections to create cross-sectional images of
a patient. Because X-rays are ionizing and can damage human cells, it is essential to minimize the radiation dose received by the
patient. Therefore, sparse-view X-ray CT is a highly active research area in both clinical and industrial applications as it allows
to reduce radiation dose and/or acquisition time by lowering the number of projection angles to less than 100. However, the
limited projection data often leads to artifacts in traditional reconstruction methods like Filtered Back Projection (FBP). While
iterative reconstruction methods, such as the Simultaneous Iterative Reconstruction Technique (SIRT), offer improved recon-
struction quality compared to FBP, they are computationally demanding, leading to prolonged processing times that reduce their
practicality.

To address this issue, deep learning (DL) can be implemented using an Artificial Neural Network (ANN) within the sinogram
domain to estimate missing projection data [1]] or in the image domain to suppress artifacts in the reconstructed images [2].
Dual-domain reconstruction methods consider both the sinogram and image domains simultaneously, with Convolutional Neural
Networks (CNNs) in this dual-domain framework demonstrating improved performance compared to single-domain approaches
[3. However, due to the localized nature of convolution operations, CNNs face challenges in capturing long-range dependen-
cies. To address this limitation, Transformer-based methods, which are better suited for modelling such dependencies, have been
developed. Transformers [4]], widely used in natural language processing, are DL models that utilize self-attention to identify re-
lationships among various input components, enabling the modelling of long-range dependencies. The Vision Transformer (ViT)
[S]], an adaptation designed for image data, extends this capability to vision tasks, including applications like image restoration
[6]. However, the self-attention is computed globally across the entire image, leading to a significant increase in computational
complexity as the image size grows. The Shifted Window (Swin) Transformer [[7] reduces this computational cost by restrict-
ing self-attention calculations to local windows and shifting these windows to enable cross-window self-attention. SwinlR [S],
a promising Swin Transformer-based network designed for image restoration, demonstrates superior restorations compared to
competitive CNNs, even on a small training dataset of 800 images.

Using DL in the image domain can create inconsistencies with the sinogram domain, potentially resulting in reconstructions that
do not accurately represent the corresponding sinogram data. To address this, one approach is to include the sparse data as input
to the ANNs [9] [10], but at high levels of sparsity the information contained in these sparse sinograms becomes significantly
limited. In [11] an architecture is proposed that employs an edge enhancement CNN and a U-Net [[12], a widely used type of
CNN, in an initial recovery block, along with an additional U-Nets in each domain of a data consistency block, that aims to re-
duce the discrepancies between the sinogram and image domains. Additionally, a Swin Transformer-based network is then used
for further enhancement, resulting in a total of five ANNs that need to be trained. Furthermore, the inclusion of an ANN in the
image domain of the data consistency block could potentially reintroduce inconsistencies between the two domains, countering
the goal of this block.

By incorporating the SwinIR image restoration networks in an initial reconstruction block and residual refinement block, the
proposed method aims to fully exploit the capabilities of SwinIR for reconstructing images from sparse sinograms (~ 90 projec-
tions) and ultra-sparse sinograms (~ 30 projections). To the authors’ knowledge, this work is the first to implement SwinIR in
this architecture for few-view tomographic image reconstruction and to quantify the effect of the residual refinement block in the
sinogram domain.
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2 Methods

Our proposed reconstruction method is composed of three blocks, shown in Fig.[T} sinogram upsampling (green), initial re-
construction (blue), and residual refinement (yellow). While an ANN could perform sinogram upsampling, it would require
retraining for every level of sparsity. Therefore, linear interpolation (LI) was applied to the sparse sinogram pgp resulting in a
sinogram py; with the same dimensions as the full-view sinogram p. The artifacts induced by this interpolation can then be min-
imalized during the initial reconstruction without the need of retraining, enhancing the method’s flexibility. To achieve a more
accurate estimation of the full-view sinogram p, the interpolated sinogram py is refined using an ANN, denoted as Q, resulting
in pq, . The objective is to estimate the ground truth reconstruction f, thus this improved sinogram pg, is then used to obtain the
reconstruction fq, through FBP, which is subsequently further enhanced by an ANN, Q;, to produce fq,. Interpolation in the
sinogram domain introduces errors as the original data cannot be precisely reconstructed. Additionally, Q, may apply corrections
in the image domain that do not align with the original full-view sinogram data. To address this issue, a residual refinement step
is introduced and evaluated using two different architectures, exploring the impact of incorporating an ANN in the image domain
of this block.
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Figure 1: Proposed method with (a) the long architecture used in DDSwinL and DDNetL, (b) the short architecture used in
DDSwinS, and DDNetS. The ANNs (SwinIR or U-Net) are denoted as Q;, Qp, Q3, and Q4.

Long architecture. Fig.[Tashows the long architecture of the proposed method, which incorporates an ANN in both the sino-
gram domain (€23) as the image domain (€24) of the residual refinement block. In this setup, DDSwinL and DDNetL use SwinIR
and U-Net as ANNSs, respectively. A forward projection (FP) is applied to reconstruction fo, to generate the corresponding
sinogram data pq,, and the residue p, = po, — pq, is computed. The ANN, Q3, then estimates the residue with the full view
sinogram p’. = p — pg,, denoted as pq,. Subsequently, FBP is applied to the estimated residue in the sinogram domain, pg,,
producing the reconstructed residue fo,, which is then used by the ANN Q4 to approximate the target residue f; = f — fao,.
denoted as fo,. The final output is then given by f; = fo, + fa,

Short architecture. Fig.[Tb] displays the short architecture of the proposed method, featuring an ANN only in the sinogram
domain of the residual refinement block, where DDSwinS and DDNetS use SwinlR and U-Net, respectively. Analogous to the
long architecture, the residue fq, is computed, to obtain the final reconstruction fs = fo, + fo,.

3 Experimental results
3.1 Experimental setup

Dataset. The DL architectures DDNetS, DDNetL, DDSwinS and DDSwinL were trained and tested on the "2016 NIH-AAPM
dataset NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge" [|13] dataset, which contains CT images (resolution 512 x 512)
of the torso from various patients. For the training dataset, 800 slices were selected from seven patients and the method was tested
on 200 slices from three different patients.

Implementation details and training settings. Guided by the sinogram restoration quality and computation time of network
Q1 in the sinogram domain, the hyperparameters for all SwinIR networks were set as follows: window size to 8, patch size to
1, number of Residual Swin Transformer Blocks (RSTBs) to 2, number of Swin Transformer Layers (STLs) to 4, number of
attention heads to 4, and embedding dimension to 60. The learning rate was initialized at 0.0001, with the Adam optimizer [14]
used for training. A batch size of 1 was employed, and the model was trained over 10 epochs.

Geometric setup. The forward and backward projections were performed with the ASTRA-Toolbox [[15]. A parallel beam
geometry was used, with the rotation point positioned at the centre of the reconstruction grid, equidistant from the source and
detector composed of 800 detector pixels. The full-view sinograms, simulated with 400 projections evenly distributed over angles
ranging from 0° to 180°, were treated as the ground truth sinograms. Different levels of sparsity were obtained by simulating
sinograms composed of 20, 30, 40, 80, 90 or 100 projections.
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Evaluation metrics. The quality of the reconstructions were evaluated by computing the Structural Similarity Index Metric
(SSIM) and the Peak Signal to Noise Ratio (PSNR) of the obtained sinograms and reconstructions.

3.2 Image domain

Fig.[2] shows the absolute differences between the ground truth and the reconstructions using (from left to right) FBP, SIRT,
and the four variants of our proposed method: DDNetS, DDNetL, DDSwinS and DDSwinL. The rows indicate the number of
input projections. The DL methods evaluated with 100, 90, and 80 projections as input, were trained on sinograms containing
90 projections, while those evaluated on 40, 30, and 20 projections were trained on sinograms consisting of 30 projections.
Considering the computational cost and the quality of the reconstruction, the number of iterations for SIRT was set to 500.
Results show that the Swin Transformer-based methods achieve the highest PSNR and SSIM, with DDSwinS and DDSwinL
producing comparable results to one another with differences of less than 0.03 dB in PSNR and less than 0.003 in SSIM.
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(b) Absolute difference images
Figure 2: (a) Ground truth reconstruction, (b) Absolute difference between the ground truth and reconstructions obtained with
different methods (columns) for different numbers of input projections (rows).

3.3 Sinogram domain

The corresponding sinograms of the reconstructions are simulated and Fig.[3| shows the absolute difference with the simulated
ground truth sinogram. The computation time averaged over 50 simulated sinograms with 90 projections on an Intel(R) Core(TM)
i7-7820HQ CPU @ 2.90GHz processor, along with the total number of trainable parameters, is presented in Table[T} Combined
with Fig.[3] this demonstrates that the short architecture (Fig.[Ib) more effectively restores the sinogram and leads to a smaller
computation time than the long architecture (Fig.[Ta). Additionally, DDSwin$ exhibits a 10.93dB improvement in PSNR over
DDNetS, at the cost of a computation time that is 13 times larger. When compared to SIRT (500 iterations), DDSwinS achieves
a computation time that is 6 times smaller, while still being 144 times larger than that of FBP.
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Method | Computation time (s) | Parameters (million)
FBP 0.21 /
SIRT 200.28 /
DDNetS 2.39 1.4
DDNetL 2.54 1.9
DDSwinS 30.29 1.0
DDSwinL 38.82 1.4

Table 1: Mean computation time and the total number of trainable parameters for different methods
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Figure 3: (a) Ground truth sinogram, (b) Absolute difference between the ground truth sinogram and the corresponding simulated
sinograms of the deep learning reconstructions in Fig.[2]obtained with different methods (columns) for different numbers of input
projections (rows).

4 Discussion

As shown in Fig.[2] and Fig.[3] despite being trained on only 800 images, our proposed DL methods outperform traditional
methods like FBP and SIRT, even when the number of input projections differs by 10 from the number of projections the
methods were trained on, highlighting the flexibility of having a sinogram interpolation module. While the Swin Transformer-
based methods achieve higher PSNR and SSIM and require fewer trainable parameters than their CNN-based counterparts, they
have a longer computation time due to their computationally intensive self-attention mechanism. Nonetheless, the computation
time remains shorter than that of SIRT. For the methods built with SwinIR, DDSwinS and DDSwinL, adding the ANN Q4 to the
architecture has a limited effect on the PSNR and SSIM in the image domain, but it significantly impacts the training process and
computation time. Additionally, the inclusion of Q4 in the architecture leads to a decrease in PSNR and SSIM in the sinogram
domain, resulting in greater discrepancies with the projection data. However, the setup of the SwinIR networks is based on the
performance of Qi, so further optimization of the settings for the SwinIR networks Q,, Q3, and Q4 could lead to improved
results.
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5 Conclusion

A dual-domain CT reconstruction method is proposed that employs SwinIR to reduce undersampling artefacts in few-view X-
ray CT. By accounting for long-range dependencies, SwinIR demonstrates improved performance over U-Net. Experiments
indicate that incorporating an ANN only into the sinogram domain of the residual refinement block rather than in both domains,
reduces the absolute error between the simulated full-view sinogram and the simulated sinogram of the resulting reconstruction.
Considering these factors, along with the reduced training and computation time of the shorter architecture, it can be concluded
that DDSwinS demonstrates the best overall performance.
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