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Abstract—X-ray imaging is routinely used in non-destructive
testing, where x-ray projections of an object are compared
to a ground truth to detect anomalies. This ground truth
can be simulated x-ray projections of a computer-aided design
model of the object. While conventional x-ray imaging excels at
distinguishing high from low absorbing materials, x-ray phase
contrast imaging delivers higher contrast between different low
absorbing materials. However, this requires efficient x-ray phase
contrast imaging compatible computer-aided design projection
simulation software, to generate the ground truth images. Cur-
rently available x-ray phase contrast imaging simulation tools
are either notoriously slow Monte-Carlo simulators, or equally
slow explicit wavefront propagation simulators. In this work,
a recently developed computer-aided design projector toolbox is
used to model the edge illumination x-ray phase contrast imaging
setup within a GPU-based ray tracing framework, significantly
speeding up simulations. Results for two industrial samples are
shown. One has artificially introduced defects and the other is
compared to a real edge illumination acquisition, demonstrating
the potential to accurately and efficiently simulate phase contrast
images, directly from a computer-aided design model. This paves
the way for edge illumination to be applied in non-destructive
testing.

Index Terms—X-ray phase contrast imaging, edge illumination,
computer simulation, inline inspection, non-destructive testing

I. INTRODUCTION

X-ray imaging is commonly used in non-destructive testing
(NDT) to detect defects or other anomalies in objects [1]. A
surface mesh of the object is compared to a ground truth, avail-
able in the form of a computer-aided design (CAD) model.
The object surface mesh is extracted from a 3D reconstruction,
which requires a large number of x-ray projections.

Industry 4.0 has shifted quality control expectations from
scanning only representative samples to 100% inspection. The
conventional, reconstruction-based, workflow is too slow to
accommodate for this, and solutions, based for example on
few-view 3D inspection, are being developed [2], [3].

Conventional x-ray imaging, however, few-view or other-
wise, is based on x-ray attenuation, and provides contrast
between high and low absorbing materials, while x-ray phase

contrast imaging (XPCI) provides higher contrast between
different so-called soft materials, which have a low x-ray
absorption, but higher difference in refractive indices [4].
Moreover, differential XPCI setups, measuring the first deriva-
tive of the phase signal, show edge enhancement, and allow for
easier detection of interfaces between materials. Additionally,
many XPCI setups provide dark field contrast, which is related
to the presence of unresolvable microstructures in a sample.

XPCI setups, however, typically have longer acquisition
times, favoring projection-based methods in an NDT context.
This requires efficient software that can generate phase con-
trast simulations of the ground truth CAD models. Popular
simulation tools, such as the ASTRA toolbox [5], don’t include
phase effects, nor support simulations of CAD models. Current
phase contrast and CAD model compatible solutions are
limited to computationally expensive, and thus slow, explicit
wavefront propagation [6] and Monte Carlo simulators [7].

Recently, a toolbox was developed to efficiently simulate
x-ray radiographs of CAD models [8]. The toolbox includes
ray tracing projection techniques, and supports x-ray refraction
by applying Snell’s law at the sample interfaces. Thus, so-
called non-interferometric XPCI techniques, in which phase
effects are described as x-ray refraction in a geometric optics
framework, can be accurately modelled within this ray tracing
simulation environment.

Edge illumination (EI) [9] is such a non-interferometric
XPCI technique [10]. It employs two absorbing masks with
slit-shaped apertures, one placed in front of the sample and
one in front of the detector. The first mask splits the x-ray
beam into smaller beamlets, and phase contrast is measured as
beamlet refraction, while unresolvable microstructures, related
to dark field, cause beamlet broadening.

In this work, the EI setup is modelled in a CAD-projector,
demonstrating, to the best of our knowledge, for the first time,
efficient and accurate EI-XPCI simulations, directly from a
CAD model. Results for a PCB support with pore defects are
shown and those for a fuse cover are favorably compared with



a real EI acquisition. This paves the way for NDT applications,
such as fast inline inspection, including phase contrast.

II. THEORY & METHODS

A. Edge Illumination

In a conventional x-ray setup, a sample is placed between
an x-ray source and a detector. X-rays going through the
sample are attenuated, providing contrast in the projections.
The EI setup is constructed by adding two absorbing masks
to the imaging setup, one in front of the sample and the
other in front of the detector, as illustrated in Fig. 1. Both
these masks have slit shaped apertures, typically with a period
equal to (a multiple of) the (demagnified) detector pixel size.
The sample mask splits the x-ray beam into smaller beamlets,
while the detector mask covers the edges of the detector pixel
columns (or rows), creating insensitive regions on the detector.
Usually, the detector mask remains fixed, while the sample
mask is stepped perpendicular to the mask apertures during
the acquisition.

This stepping, referred to as phase stepping, generates an
intensity modulation on the detector pixels, which can be
plotted in function of the sample mask displacement (relative
to perfect alignment), resulting in the so-called illumination
curve (IC). The IC can be measured both with (sample IC)
and without (flatfield IC) a sample present. Assuming the IC
can be approximated by a Gaussian fit, three different contrasts
(attenuation, phase and dark field) can be retrieved from the
fitting parameters [11].

The attenuation signal is related to the change in area under
the IC, while the phase contrast is related to the shift of the
mean IC position, and the dark field to the IC broadening.
Whereas the phase image gives a higher contrast version of the
attenuation, the dark field provides new and complementary
information.

Fig. 1. The edge illumination setup.

B. Simulation framework

The refraction enabled ray tracing projector in a recently
developed toolbox was used [8]. The highly parallel nature
of ray tracing is leveraged by using the NVIDIA OptiX
ray tracing engine to provide performant, GPU-accelerated

simulations. The projector supports triangular surface meshes
as input. Each mesh is given a linear attenuation coefficient
and refractive index as material properties. The former is used,
together with the ray path length through each mesh, in the
Beer-Lambert law to determine the ray attenuation, while the
latter is applied in Snell’s law to change the ray direction at
the mesh interfaces between two materials.

The above method, because of the energy dependence of the
material properties, generates monochromatic projections for a
certain x-ray energy. For this work, the toolbox was extended
to include polychromatic simulations by summing weighted
monochromatic projections, where the weights are determined
by the specifics of the imaging setup that is being modelled
(e.g., the source spectrum and/or the detector response).

To model the EI setup, the two absorbing masks are intro-
duced as surface meshes, and the EI acquisition scheme was
implemented by applying mesh translation transformations to
the sample mask mesh for the different phase steps.

Furthermore, the number of rays that are cast per detector
pixel can be controlled. This is necessary to accurately model
the EI setup, as a single, infinitesimally thin ray per pixel
(which is the default) cannot adequately model the refraction
of a finite width beamlet. To compensate for this, the number
of rays that are cast in the phase-sensitive direction (i.e.,
perpendicular to the mask apertures) was increased until the
finite width of the beam was adequately modeled.

III. EXPERIMENTS

The EI setup that was modeled in this work, mimicked the
one in our FleXCT system [12], [13]. The source to detector
distance (SDD) was 1.8m, while the source to object distance
(SOD) was 1.2m. The sample and detector mask were placed
5 cm in front of the sample and detector, respectively. The
detector pixel size was 150 µm × 150 µm and the projected
aperture width of the masks was 30 µm (at the detector plane),
while the aperture period matched the demagnified pixel width.
The masks were 225 µm thick and made out of gold. The
sample mask was moved along 11 equally spaced phase steps
in the [−40 µm, 40 µm] interval, relative to perfect alignment
with the detector mask. For the CAD-projector, 2000 rays
were cast per detector pixel, to properly model the beamlets
generated by the sample mask, and Poisson noise was added to
the projections, after scaling them to the same intensity range
as the FleXCT scans.

As a first experiment, a PCB support CAD model was
modified to include pore-like defects (see Fig. 2) and radio-
graphs were simulated using a modeled version of the FleXCT
system EI setup in the CAD-projector. For this simulation,
the dithering technique was applied, where the sample was
shifted multiple times, at sub-pixel distances, laterally to the
mask apertures, to increase the radiograph resolution along
the lateral direction. Five equally spaced dither steps in the
[−45 µm, 45 µm] interval were simulated, and the resulting
projections were stitched together into a single high-resolution
image. As comparison, a conventional radiograph was sim-
ulated, without the EI masks presents, where the SOD was



(a) Render (b) Pore defects

Fig. 2. The PCB support sample: (a) shows a render of the CAD model and
(b) shows the internal pore-like defects.

(a) Photograph (b) Render

Fig. 3. The fuse cover sample: (a) shows a photograph of the real sample
and (b) shows a render of the CAD model.

decreased to 24 cm, keeping the SDD constant, accounting
for the higher resolution in the dithered EI simulation. The
material properties for the PCB support sample were set to
those of nylon 66. Linear attenuation coefficients and refractive
indices at different energies were used in the CAD-projector
to simulate polychromatic projections for a source set at 65
kVp. A source spectrum and detector scintillator response were
estimated using Monte Carlo simulations and given in Fig. 4.
The weights for the weighted sum of the different monochro-
matic projections were determined by multiplying both energy-
dependent profiles. Because there were no microstructures in
the sample, this experiments looks only at the attenuation and
phase contrasts.

As a second experiment, an industrial fuse cover sample
(see Fig. 3) was scanned using the EI setup in the FleXCT
system, and radiographs of its CAD model were simulated
using the CAD-projector. The three contrasts from a single
radiograph, without dithering, were considered. The source
was set to 65 kVp and 40 W, while every phase step of the
sample mask had an exposure time of 1.5 s and 3 averages
were acquired. A region of interest containing the sample of
300 by 150 pixels was selected. The fuse cover sample consists
of 25% glass fiber reinforced nylon 66, but due to the lack of
available information on that exact material composition, the
material properties for standard nylon 66 were used. Linear
attenuation coefficients, refractive indices, and the projection
weights at different energies were set identical to the PCB
support experiment.

IV. RESULTS & DISCUSSION

The conventional attenuation and EI phase contrast of
the simulated PCB support with pore defects is shown in

Fig. 4. Estimated normalized weights for the FleXCT spectrum and scintil-
lator response, based on Monte Carlo simulations.

Fig. 5. The attenuation image (Fig. 5a), which used a higher
magnification, has a resolution of 20 µm, while the phase
contrast image (Fig. 5b), because of the dithering process, has
a vertical resolution of 100 µm and horizontal resolution of
20 µm. Fig. 5a and 5b also show an inset zoom on the pores
and line profiles (Fig. 5c) going through two of the pores. The
phase contrast image shows, as expected, a higher contrast for
the pores than the conventional attenuation image.

Note that, in projection space, the EI setup does not measure
the x-ray phase shift directly, but rather the ray refraction,
which is related to the first derivative of the phase shift,
resulting in edge enhancement in what colloquially is being
referred to here as the phase contrast.

(a) Attenuation (b) Refraction (c) Line profiles

Fig. 5. The conventional attenuation contrast (a), EI phase contrast (b) and line
profiles for the dashed lines (c) of attenuation (top) and refraction (bottom)
for the PCB support with pore defects CAD model simulation.

A single projection of the simulation took on average 1.8 s
and was looped over the different phase steps, dithering steps
and source spectrum sample points.

For the fuse cover sample, the attenuation, phase and dark
field contrasts of the FleXCT data are shown in Fig. 6, while
the CAD-projector simulation results are shown in Fig. 7.

For now, the pose of the CAD model was set manually to
closely match that of the real sample. In the future, we will
apply a pose estimation technique such as in [2], which could
in turn be upgraded by including the extra contrasts provided
in EI acquisitions.

The attenuation contrast shows, on average, a higher atten-
uation for the FleXCT projection. This is likely caused by the



Fig. 6. From left to right, the attenuation, phase, and dark field contrasts for
the fuse cover sample EI scan in the FleXCT system.

Fig. 7. From left to right, the attenuation, phase, and dark field contrasts for
the fuse cover CAD model EI simulations in the CAD-projector.

estimated linear attenuation coefficient in the EI simulations,
for which nylon 66 was used, not taking into account the 25%
of glass fibers in the composite, and by the simplified detector
model.

The phase (i.e., refraction) contrast has more sharply defined
edges, and a similar magnitude of values between the real and
simulated data is observed. The simulated signal is slightly
stronger, which is likely caused by the idealized smooth
surfaces and sharp edges in the CAD model. Methods exist
to compensate for this, by artificially introducing a so-called
surface roughness [14].

In the dark field contrast, the simulated signal shows the
outline of the fuse cover sample. The real projection, however,
shows a bright spot on the lower left side. A separate, conven-
tional x-ray computed tomography (CT) scan was performed,
and a 3D reconstruction was generated (see Fig. 8). In the
reconstruction, an internal defect can be spotted at the same
location of the dark field signal bright spot in the EI projection
(the dashed red circle in Fig. 8). This indicates the potential
of the dark field contrast to detect small sample defects, such
as (micro)cracks or pores, which are more difficult to see in
the other contrasts.

In general, the contrasts of the fuse cover show qualitatively
similar profiles, and the differences, for example in the dark
field signal, can be used to detect defects. For quantitative
results, improvements should be made to the sample pose
and material property estimations, and a more refined detector
model should be used.

Furthermore, the efficiency of the simulations can be im-
proved further by moving the loops over the different projec-
tions completely to the GPU, removing a substantial CPU to
GPU data transfer overhead.

Fig. 8. Render of a 3D reconstruction of the fuse cover sample from a
conventional CT scan, with the internal defect marked in the dashed circle.

To conclude, it is important to mention some radiation
dose considerations, as, even though they are less prevalent
in industrial settings, they are still an important part of x-
ray imaging. The presented edge illumination setup requires
multiple projections of the sample (at minimum three) to
enable phase retrieval and extract the different contrasts. The
hence incurred increase in radiation time, however, is offset
by the inclusion of the sample mask, which blocks most of the
x-ray beam (typically around 80 % for fully absorbing masks)
before it reaches the sample.

V. CONCLUSION

The edge illuminated phase contrast setup was modeled for
the first time in an efficient GPU-accelerated ray tracing tool-
box. The toolbox allows simulating x-ray projections directly
from a CAD model, making it ideally suited for NDT, while
the addition of edge illumination allows for the exploration of
using phase contrast setups in NDT applications such as inline
inspection.
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