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Abstract 
An efficient X-ray projector for the ASTRA Toolbox is presented that is capable of simulating X-ray radiographs directly from 
CAD data in STL format. The projector is implemented on the GPU using the Nvidia OptiX framework. It can be used in 3D X-
ray inspection tasks or projection-based metrology. To that end, we developed a framework for the 3D registration of CAD 
models to few-view projection data. The efficiency of the projector is quantified and the registration framework is evaluated on 
simulated and measured projection data. Finally, an example of 3D CAD based X-ray inspection is shown. 
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1 Introduction 
3D Computed Tomography (CT) is a powerful, non-destructive technique that 
allows computing cross-sectional images of an object from a large set of acquired 
X-ray projection images using a reconstruction algorithm. It is increasingly used in 
dimensional metrology to inspect the deviation of the measured geometry from the 
nominal geometry. The latter is usually defined in Computer Aided Design (CAD) 
models. Conventional X-ray based inspection methods first generate a 3D image 
of the object to be inspected. Subsequently, the reconstructed volume is segmented, 
after which the surface of the object is extracted through edge detection of the 
binary volume. Finally, a CAD model of the object is registered to the 3D (voxel-
based) reconstructed image in order to perform the analysis. The accuracy of the 
final analysis directly depends on the reconstructed image quality, which is 
influenced by object parameters (material, size, shape), measurement setup 
(orientation, magnification, machine settings, temperature) and data processing 
(reconstruction, edge detection, calibration, alignment with CAD models) [1]. That 
is, the conventional CAD based X-ray inspection processing pipeline is a multi-
step procedure that can suffer from substantial error propagation. 
An alternative to the conventional inspection approach is to perform (part of) the 3D inspection in projection space [2], by  
creating realistic radiographs of a CAD model, which are then directly compared to measured X-ray images. The procedure 
requires a reliable method to generate projections of 3D CAD models and to register the 3D objects to the acquired 2D projections 
[3]. As a first step towards projection-based inspection, we developed a CAD projector, capable of simulating X-ray radiographs 
directly from CAD data. The projector was accelerated with a GPU implementation using the Nvidia OptiX ray tracing engine 
[8,9] and is integrated in our X-ray reconstruction framework, the ASTRA Toolbox [5-7].  We propose to use the CAD projector 
for 3D projection-based inspection, by combining it with a 3D registration framework that estimates the 3D position and 
orientation of the CAD model from few-view projection data.  

2 Methods 
We propose a workflow for fast X-ray projection-based inspection. In section 2.1, we introduce the reader to the algorithms we 
use to create realistic projections of the CAD models. First, we describe how the acquisition geometry is set up and used to 
calculate line lengths a ray travels inside the CAD object between the source and the detector pixels. Next, in section 2.2, we 
show methods to convert the calculated line lengths to realistically looking projection images. In section 2.3, we show how the 
X-ray spectrum of the imaging system is estimated during 3D registration to projection data for both simulated and measured 
data. In section 2.4, an example of 3D X-ray inspection is shown to illustrate the potential of the method. 

2.1 Calculating line lengths 

The CAD projector is an extension to the ASTRA Toolbox, an open source tomographic framework [5-7]. With the current 
improvements, the toolbox is now able to create simulated X-ray images, based on CAD files in STL (STereoLithography) file 
format. Such files describe the surface of an object by dividing it into triangles. First, this triangle mesh is loaded into the Nvidia 
Optix engine, which is a general purpose, GPU accelerated raytracing library. We use this framework due to its capabilities of 

Figure 1: A simulation setup with a virtual 
source, a triangle mesh of a CAD model and a 
virtual detector.  

M
or

e 
in

fo
 a

bo
ut

 th
is

 a
rt

ic
le

: 
ht

tp
://

w
w

w
.n

dt
.n

et
/?

id
=

21
96

3



8th Conference on Industrial Computed Tomography, Wels, Austria (iCT 2018) 

www.3dct.at  2 

executing raytracing tasks parallelized on the GPU, while it has a high level programming interface. The loaded triangle mesh 
is stored in the memory of the graphics card encapsulated in abstract accelerated structures. Next, the projection geometry is 
defined by specifying the trajectory of the virtual source and the virtual flat panel detector in the coordinate system of the CAD 
model. The size and the number of detector pixels also have to be set. The defined geometry therefore describes a cone beam 
setup, as depicted in Figure 1. The projection geometry is defined using the flexible tool sets that are already built in the ASTRA 
Toolbox. Therefore it is easy to define conventional circular source and detector trajectories, as well as specifying unique 
geometries, such as tomosynthesis, laminography, or a conveyor belt setup.  

Once the triangle mesh and the acquisition geometry are defined, the Optix library is used to cast rays from the X-ray source to 
the middle of each detector pixel. It detects collisions between the rays and the triangle mesh, and calculates the distance a ray 
travels within the CAD model. First intersection points between the ray and the bounding box of the triangles are calculated 
using the built-in functionalities of the Optix library. The exact location of the intersection is determined using our 
implementation of a watertight ray-triangle intersection algorithm described in [4]. The cited method determines whether the ray 
actually has an intersection with a given triangle, and also calculates the distance between the point of intersection and the source 
of the ray. We use these distances to calculate the distance the ray travels within the volume. Assuming that the triangle mesh 
represents a closed object, it is determined as the difference of the distances between the source and every second point of 
intersection. 

The usage of the line length calculation algorithm is similar to the rest of the various reconstruction and forward- and 
backprojection methods in the ASTRA Toolbox. The user can interact with the high level Matlab interface, whereas the 
calculations are executed on the GPU.   

2.2 Creating polychromatic projections 

From the calculated line lengths, realistically looking projections of the CAD model are synthesized. We formulate the problem 
using a polychromatic adaptation of the Lambert-Beer law, using the notations of [8]: 

 � =  �� ∫ 拶岫撮岻 史岫撮岻 撮型��撮型�契 蚕− ∫ �岫撮,司岻纂� � �撮 , (1) 

where E is the photon energy and Emin and Emax are the minimum and maximum photon energies, s(E) is the normalized  
spectrum of the source, D(E) is the product of the detector response function, and any filter that may be present in the imaging 
setup, L is the path from the source to a given detector pixel, and I is the measured intensity value. After discretization and 
introducing two new variables, �岫撮岻 = ��拶岫撮岻 史岫撮岻 and �餐 =  蚕− ∑ ∫ �斬岫撮餐,司岻纂� �斬 , Equation (1) becomes 

 � =  ∑ �岫撮餐岻�餐 ∆撮餐餐  , (2) 

where �岫撮餐岻 is the effective spectrum, i.e. a weight of the i-th energy bin, which is evaluated at energy ∆撮餐. It also incorporates 
the effect of all energy dependent processes in the imaging system. �餐 is a monochromatic projection image, evaluated at energy 撮餐. ∆撮餐 is the width of the i-th energy bin. The effective spectrum �岫撮餐岻 and ∆撮餐 are therefore independent of the phantom 
being imaged and they are strictly dependent on the imaging setup and the resolution of the discretized spectrum. The estimation 
of these parameters is discussed in section 2.3. 

The factor in Equation (2) that is related to the CAD model being imaged is �餐. It can be computed as 

 �餐 =  蚕− ∑ �斬岫撮餐岻�斬斬 , (3) 

where �斬 is the line length of the ray within material j. In conclusion, we propose to synthesize realistic images using the 
following scheme: 

1. Calculate the line lengths of each single-material CAD model (�斬岻 using the ASTRA Toolbox. 

2. Create the mono-energetic images (�餐岻 according to Equation (3). 

3. Calculate the final intensity values using Equation (2). 

 

2.3 Estimating the spectrum 

In order to efficiently compare the CAD projections with real radiographs, the energy spectrum and the detector response of the 
imaging system, i.e. term �岫撮餐岻 in Equation (2), must be known. This quantity, however, depends on many factors, such as the 
materials and the geometry of the X-ray source and the detector, the applied source filter, etc. The precise measurement of this 
term can be a complex process, requiring specialized measuring equipment. However, the spectrum can also be approximately 
estimated by measuring the intensity values on the projections of a phantom with a known material and thickness. The method 
described in [10] uses the projections of a polycarbonate and an aluminium step-wedge phantom for this purpose. Based on the 
attenuation values and the thickness of the different parts of the phantom, Duan et al. calculate the term �餐, introduced in Equation 
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(2). Then, an Expectation Maximization algorithm is used to solve the linear equation system (2) for the effective spectrum �岫撮餐岻. 

The spectrum estimation method we propose is similar to the one of Duan et al [10], with the difference of using a man-made 
product, of which we have a CAD model and its material specification, as a phantom. In this process, the term �餐 is calculated 
using the CAD model, according to Equation (3). Then, similar to the above mentioned approach, X-ray images are taken of the 
product and the effective spectrum �岫撮餐岻 is calculated by solving the equation system (2). For this step, instead of using the 
proposed Expectation Maximization algorithm, we used a convex optimization toolbox [11], to solve the problem defined in 
Equation (4). In contrast to the EM method, which needs a close initial guess to converge to the optimal solution, the optimization 
based approach does not require initialization.  

 �岫撮餐岻 =  ���型�契                   �岫撮餐岻  ‖� −  ∑ �岫撮餐岻�餐 ∆撮餐餐 ‖�. (4) 

The method relies on the knowledge of the thickness of different materials in the product, along each line between the source 
and the different pixels of the detector. To use these line lengths according to Equation (2) and (4), it is required to measure the 
line lengths using the same acquisition geometry, as the reference projections � are measured.  

Even if the acquisition geometry is known, misalignments of the product, such as tilt, rotation, translation, may result in poor 
spectrum estimation. In these cases, the trajectories of the rays that the CAD model projector uses to calculate the line lengths 
may differ from the trajectory of the X-ray beam in the actual acquisition process. Therefore, a method is needed to register the 
posture of the physical object to the CAD model in the simulation environment. For this purpose, a projection based 2D-3D 
registration approach similar to [3] was developed to correct for misalignments. After registration, the quality of the inspected 
object can be evaluated by comparing its simulated projection data to the simulated or measured sample data. 

 

3 Experiments and results 

3.1 Computational speed of the CAD projector  

We evaluated the speed of the CAD projector process, that was described in section 2.1, in function of the number of detector 
pixels as well as the number of triangles in the CAD model and the number of projections. For these studies, we used the ‘dragon’ 
CAD model from the library of the Stanford University Computer Graphics Laboratory. The model is available in 4 different 
resolutions. They contain around 871k, 202k, 48k and 11k triangles, respectively. The most detailed 3D dragon model and its 
simulated projection is illustrated in Figure 1.  

  

 

 

The computation time as function of the number of projections for the different models with a fixed (1000x1000 pixels) detector 
size was measured on an NVidia Tesla K80 graphical processing unit and an Intel Xenon E5-2620 v4 central processing unit. 
The results are shown in Figure 2. Similarly, the computation time for projecting a batch of 1000 projections in function of the 
number of detector pixels is shown in Figure 3. These results illustrate the overhead of the Optix library to create accelerated 
data structures while the triangle mesh is loaded. The computation time is proportional to the size of the mesh and it causes a 
small amount of projections to be generated relatively slowly. However, once the mesh is loaded, the computation time is almost 
independent of the size of the mesh and if enough projections are generated to make use of the parallel architecture, it is nearly 
proportional to the number of generated pixels. 

 

Figure 2: Computation time as function of the number of 
projections. 

Figure 3: Computation time as function of the number of detector 
pixels. 
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3.2 Estimation of the effective source spectrum of an imaging system using CAD models 

The spectrum estimation method described in section 2.3 was first evaluated on simulated data with known circular cone beam 
acquisition geometry (i.e. without introducing misalignment). Polychromatic projections of a CAD model were generated, using 
the scheme described in section 2.2. For this study, a generic ground truth spectrum was used with 180kV peak voltage. The 
spectrum, shown in Figure 4 was binned to 180 bins of 1keV. As a phantom, the CAD model of a medical device, the K-pack 
Surshield needle, produced by Terumo Europe NV was used. It consists of 10 different parts, which are made of various types 
of polymers and steel. The CAD model and one of the simulated ground truth projections are shown in Figure 4. 

 

Next, the spectrum was estimated using a different number of projections and energy bins in the recovered spectrum. In each 
case, the projection angles were evenly distributed on the interval [0°, 360°). The width of the energy bins was adjusted to the 
number of energy bins, such that each bin within the energy range [0,180keV] had the same width. To test the accuracy of 
spectrum estimation, we simulated projections using the estimated spectrum and measured their mean square error (MSE) to the 
ground truth projections. The results are shown in Table 1. It is clear that a very low MSE can be achieved, which indicates that 
the unknown spectrum is estimated well with respect to the energy bins that are required to approximate the projection data 
intensity values of this specific sample.   

 

MSE  Number of energy bins 

number of 
projections 

 2 36 72 108 144 180 

1 4.35E+5 5.36E-3 3.88E-6 7.39E-7 7.95E-7 2.30E-7 

2 4.39E+5 5.48E-3 4.83E-6 6.03E-7 1.27E-6 6.96E-7 

4 4.40E+5 5.15E-3 3.60E-6 5.10E-7 1.83E-6 2.16E-6 

6 4.39E+5 5.19E-3 1.23E-5 4.53E-7 1.83E-6 1.98E-6 

10 4.40E+5 5.21E-3 3.96E-6 6.51E-7 1.05E-5 3.04E-6 

14 4.40E+5 5.18E-3 3.33E-6 7.75E-7 1.92E-6 3.75E-6 

18 4.40E+5 5.21E-3 3.62E-6 8.40E-6 1.85E-6 1.18E-5 

Due to the fact that the sample itself is rotationally symmetric (constraining the variety of line lengths) and contains only a 
limited amount of materials, it is obvious that the spectrum estimation method cannot recover the full spectrum. However, as  

Figure 4: Ground truth spectrum (left) and the 3D CAD model along with an example polychromatic projection (right). 

Table 1: Spectrum estimation accuracy expressed as the projection distance (MSE) between the simulated polychromatic forward 
projection and the ground truth projection data. 
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Figures 5 and 6 clearly show, this is not required in order to match the projection data of a specific sample and an excellent 
agreement can already be found with less than 18 projections and as few as 36 energy bins. The specific amount of data required 
to approximate the spectrum will however be sample dependant. It is therefore expected that it is beneficial to estimate the 
spectrum from a variety of different samples with 108 or more energy bins to obtain a closer agreement to the true spectrum if a 
large variety or different samples are to be inspected. 

  

 

  

 

Figure 6: Spectrum estimation and difference image of a single CAD projection with the ground truth for 108 energy bins (left) and 180 
energy bins (right). 

Figure 5: Spectrum estimation and difference image of a single CAD projection with the ground truth for 32 energy bins (left) and 72 
energy bins (right). 
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Finally, the CAD model based spectrum estimation and the 2D-3D 
registration of CAD data to projections are combined to approximate the 
intensity values of experimentally measured projection data. For this 
experiment, a real K-pack Surshield needle was used of which 35 
projections of 966 by 752 pixels were acquired over 360° with a pixel size 
of 74.8 micron. The source to detector distance was 765mm and the source 
to object distance was 489.4mm. A CAD model of the spring and needle 
was not taken into account for the registration and spectrum estimation. The 
spectrum estimation and registration was performed with a subset of 18 
projections and for 108 energy bins. The results in Figure 7 clearly show an 
excellent agreement for both the registration and the intensity values of the 
projection data. This result clearly indicates the potential of our method for 
non-destructive testing and quality control using 3D registered projection 
data. 

4 Conclusions 

We demonstrated a GPU-based CAD projector along with an automated 
procedure to approximate the intensity values of few-view measured 
projection data by estimating the spectrum of a polychromatic X-ray source 
using 3D registered CAD data and material specifications as prior 
knowledge. We also described how our method can be used in the field of 
non-destructive testing. 
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Figure 7: Simultaneous spectrum and 3D registration 
estimation with 108 energy bins of experimentally 
measured projection data. A single measured 
projection is shown (top) along with its corresponding 
3D registered CAD projection (middle) and a 
difference image (bottom). 

https://www.ncbi.nlm.nih.gov/pubmed/?term=Tuysuzoglu%20A%5BAuthor%5D&cauthor=true&cauthor_uid=27038967

