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Abstract: Edge illumination (EI) is an X-ray phase contrast imaging technique in which two
absorbing masks are employed. Sensitivity for attenuation, refraction, and dark field contrast is
achieved by acquiring images while discretely stepping one mask parallel to the other. However,
this step-and-shoot acquisition strategy results in dead time between the acquisition of each
frame, thereby increasing the scan duration. Continuous acquisition provides several advantages
over a conventional step-and-shoot acquisition, such as a shorter scan time and improved
mechanical stability. In this paper, an EI imaging strategy is presented in which the mask is
moved continuously during acquisition. We prove that the standard EI imaging model allows for
an unbiased extraction of the contrasts from data acquired with continuous mask motion, even
when the motion is not explicitly modeled. This is supported by simulated and experimental
data, demonstrating that EI with continuous mask motion does not require modifications to the
imaging model.

© 2025 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Conventional X-ray computed tomography (CT) scans are performed with a step-and-shoot
acquisition method, in which the sample remains stationary relative to the source during X-ray
exposure [1]. Repositioning (e.g., translation or rotation) of the sample occurs between two
exposures, resulting in dead times and consequently a long scan duration. Another drawback
of the step-and-shoot acquisition method is its vulnerability to vibrations caused by repeated
acceleration and deceleration of the components [2]. In contrast to step-and-shoot, continuous
acquisition is a technique where the sample is moved uninterruptedly during X-ray exposure.
Hence, all projections are acquired without dead times, thereby substantially reducing the scan
duration [3]. While continuously moving the sample during exposure may lead to artefacts in the
reconstructed image due to motion blur, various techniques have been proposed to mitigate this
problem [4–8]. The concept of continuous acquisition can be extended to X-ray phase contrast
imaging techniques, such as edge illumination, which suffer from even longer acquisition times
compared to conventional X-ray imaging. However, to our knowledge, a method for continuous
edge illumination phase contrast imaging does not yet exist.

In edge illumination (EI) phase contrast imaging, two absorbing masks with parallel aperture
slits are employed: a sample mask, which divides the X-ray beam into separate so-called beamlets,
and a detector mask, which is positioned close to the detector so that it creates insensitive regions
between adjacent pixels [9–11]. Masks have also been designed with different aperture shapes to
enable phase sensitivity in two directions [12,13]. By discretely stepping the sample mask parallel
to the detector mask, each beamlet shifts over the exposed center of a detector pixel, thereby
sampling the so-called illumination curve (IC). From the sampled IC, three complementary
image contrasts can then be derived: attenuation, refraction and dark field. The IC sampling can
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be time consuming, especially for EI computed tomography (EI-CT) scans, because multiple
images according to the different mask positions need to be acquired for each rotation angle.
Additionally, a step-and-shoot scan suffers from dead time between consecutive acquisitions due
to the repositioning of the mask, causing EI-CT to be even more time consuming [14]. Also, the
repeating start and stop motions of a step-and-shoot acquisition can cause unwanted displacement
of the mask during the scan, resulting in image artefacts [15]. These drawbacks limit practical
applications such as high throughput scanning and the scanning of dynamic processes [16].

The implementation of continuous mask motion enables a more time efficient and stable
acquisition for standard EI. A similar approach has been proposed for grating-based interferometry,
a different phase contrast imaging technique where the gratings have a smaller period and aperture
width compared to the masks in EI [17–19]. Continuous motion of the grating has been performed
to reduce both acquisition time and mechanical instabilities. However, to our best knowledge,
this approach is unexplored for EI.

In this paper, we propose an EI acquisition protocol with continuous sample mask motion
during acquisition. We show that the standard IC model correctly retrieves the attenuation,
refraction and dark field contrast by demonstrating that the effects of the motion are eliminated by
flat field correction. We validate our theoretical findings both with simulated and experimental
data.

2. Methods

2.1. Edge illumination

EI relies on two absorbing masks: a sample mask, positioned between the source and the sample,
and a detector mask positioned right in front of the detector. The sample mask splits the X-ray
beam into multiple smaller beams called beamlets, in such a way that each pixel is illuminated by
a beamlet, as shown in Fig. 1. The detector mask covers the area between neighboring pixels to
create insensitive regions between them, while leaving their central regions exposed.

Fig. 1. Top-down illustration of an EI setup (not to scale). The red dashed lines show the
effect of refraction and broadening of a beamlet, resulting in a change in measured intensity
in the pixel.

In EI, the sample mask is stepped laterally with respect to the detector mask. This change in
mask position causes a shift of the beamlet on each detector pixel, changing the illuminated area.
The function that relates the measured intensity in a detector pixel to the mask position is called
the illumination curve (IC), which typically assumes a near-Gaussian shape due to system blur
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and convolution of the finite source intensity profile with the sample and detector mask apertures
[20]. The IC is sampled by acquiring images at different sample mask positions. Interactions
between the X-rays and the sample, such as absorption, refraction, and scatter, will influence the
IC. Hence, for each pixel, the contrasts can be extracted by comparing the differences between
the IC with and without the sample in the X-ray beam [21].

The IC, describing the intensity as a function of the sample mask position x, is usually modelled
as a Gaussian function [22]:

I(x) = a exp
(︃
−
(x − b)2

2c2

)︃
+ d, (1)

where a is the amplitude, b the peak position, c2 the variance, and d the offset. The sample mask
position x is zero when both masks are aligned and is positive or negative depending on the
direction of the sample mask shift (cf. Fig. 1). The contrasts are calculated from the parameters
a, b and c2 of the Gaussian IC model. In practice, X-ray transmission through the masks can
result in an offset of the IC, which may lead to a bias in the estimated height and width of the IC
[22]. To account for this, the offset d is included in the Gaussian model, allowing for a correct
estimation of the contrast parameters a, b and c2. As the IC model contains four parameters, the
IC must be sampled at least at four different mask positions to extract the contrasts and the offset
of the Gaussian. The total attenuation µtot is related to the change in area under the IC with and
without the sample in the beam. The refraction contrast yields the refraction angle of the X-rays
and is calculated from the shift of the IC peak position. The dark field contrast arises from small
angle X-ray scattering from micro-structures smaller than the aperture width and is extracted
from the broadening of the IC [23,24]. Sharp sample edges can also yield dark field contrast if
they are unresolved [25]. Specifically, the total attenuation µtot, refraction angle α and dark field
σ2 (angular broadening) are calculated as follows [26]:

µtot = − ln
(︃

ac
af cf

)︃
, (2)

α =
m
zod

(b − bf ), (3)

σ2 =
m2

z2
od
(c2 − c2

f ). (4)

Here, m is the magnification factor and zod is the distance between the object and the detector.
The subscript f denotes the parameter estimated from the flat field IC (i.e. without the sample in
the beam).

2.2. Edge illumination with continuous mask motion

The purpose of this section is to theoretically prove that the standard Gaussian model (Eq. 1) can
be used to correctly extract the contrasts from a scan with continuous mask motion. To prove this,
in 2.2.1, we first develop a model for the IC that explicitly takes the mask motion into account,
allowing an unbiased estimation of the IC parameters. Then, in 2.2.2, we use that model to show
that flat field normalization removes the bias caused by continuous mask motion, so that the
contrasts are unbiased, even when extracted by fitting the standard step-and-shoot Gaussian IC.

2.2.1. Incorporating mask motion in the IC model

In Eq. (1), the sample mask position x is fixed during the acquisition of each projection. However,
when the sample mask moves continuously, the beamlets shift over the pixel while the intensity
is measured. To account for this effect, the model in Eq. (1) can be adapted by integrating the
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IC between two mask positions x − vt/2 and x + vt/2, where vt is the size of the integration
interval, with v the translation speed of the sample mask and t the acquisition time. We assume
the translation speed of the mask to be known and constant during acquisition. The model for the
IC with continuous mask motion can be written as:

Im(x) =
1
vt

∫ x+ vt
2

x− vt
2

(︃
a exp

(︃
−
(ξ − b)2

2c2

)︃
+ d

)︃
dξ, (5)

where x denotes the center of the integration interval, along the mask stepping axis (cf.Fig. 1).
The integration in Eq. (5) yields the following expression for the modified IC:

Im(x) =
a
vt

√︃
πc2

2

(︃
erf

(︃ x + vt
2 − b

√
2c2

)︃
− erf

(︃ x − vt
2 − b

√
2c2

)︃)︃
+ d, (6)

where erf(.) denotes the error function [27]. For brevity, we will refer to the step-and-shoot
Gaussian IC model as the static model (Eq. (1)) and to the IC model with continuous sample mask
motion as the motion model (Eq. (6)). By fitting the motion model to the measured intensities,
the parameters a, b, c2 and d can be estimated, from which the contrasts are derived according
to Eqs. (2) to (4). For the derivation of the motion model, we assumed that the static model is
Gaussian shaped [20,21].

The continuous mask motion results in a decrease of the amplitude a and an increase of
the variance c2, due to the averaging of measured intensities around the peak and tails of the
Gaussian, respectively. This causes a bias in the parameter estimation, which is accounted for by
the motion model by explicitly incorporating the continuous mask motion.

While Eq. (6) explicitly accounts for continuous mask motion, we will show in 2.2.2 that this
motion model is not required to extract the different contrasts and that the standard static model
can still be used. This is because the bias introduced by using the static model is also present in
the flat field and can hence be eliminated by flat field normalization.

2.2.2. Contrast retrieval with continuous mask motion

In this section, we use the motion model to theoretically show that the static model can also be
used to correctly extract the contrasts from a scan with continuous mask motion, even though the
static model does not assume sample mask motion. We do this by first expressing the contrasts in
terms of the moments of the IC [28,29]. The nth-order moment of an arbitrary function g(z) is
defined as [30]:

Mn(g) =
∫

zng(z)dz. (7)

The attenuation contrast, given by Eq. (2), is calculated by taking the negative logarithm of the
ratio between the area under the sample IC and the flat field IC. As shown by Eq. (7), the area
under the IC corresponds to the 0th-order moment of the IC, so Eq. (2) can be written as

µtot = − ln
(︃

ac
af cf

)︃
= − ln

(︃
M0(I)
M0(If )

)︃
, (8)

where I is the IC of the sample and If the IC of the flat field.
The refraction contrast is proportional to the difference of the peak position between the sample

IC and flat field IC, as defined in Eq. (3). The peak position is given by the 1st-order moment of
the IC, normalized by the 0th-order moment because the area under the IC is not 1 [31]. Hence,
Eq. (3) can be written as

α =
m
zod

(b − bf ) =
m
zod

(︃
M1(I)
M0(I)

−
M1(If )

M0(If )

)︃
. (9)

The dark field contrast is proportional to the difference in variance between the sample IC and
flat field IC (Eq. (4)). This can be represented with the 2nd-order normalized and centralized
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moment of the IC [29], so that Eq. (4) can be written as

σ2 =
m2

z2
od
(c2 − c2

f ) =
m2

z2
od

(︄
M2(I)
M0(I)

−
M2

1(I)
M2

0(I)
−

(︄
M2(If )

M0(If )
−

M2
1(If )

M2
0(If )

)︄)︄
. (10)

Having expressed all three contrasts as moments of the IC, the next step is to describe the
blurring of the IC in the motion model (Eq. (5)) as a convolution of the static IC model with a
rectangular function,

Im(x) = (I ∗ R)(x) =
∫ ∞

−∞

I(ξ)R(x − ξ)dξ. (11)

Here, I(ξ) is the static IC model from Eq. (1) and R(x) is a rectangular function defined by

R(x) =
1
vt

Rect
(︂ x
vt

)︂
, (12)

where Rect(x/vt) equals 0 everywhere, except for |x| ≤ vt/2, where it equals 1. Integrating
Eq. (11) results in the same expression as the motion model in Eq. (5). Subsequently, the
following identities describing the moments of a convolution of two functions g and h are used
[32]:

M0(g ∗ h) = M0(g)M0(h), (13)

M1(g ∗ h) = M0(g)M1(h) +M1(g)M0(h), (14)

M2(g ∗ h) = M0(g)M2(h) +M2(g)M0(h) + 2M1(g)M1(h). (15)

First, to prove that continuous sample mask motion during acquisition has no effect on the
retrieved attenuation, the motion model is substituted in Eq. (8),

µtot = − ln
(︃

M0(Im)

M0(Im,f )

)︃
= − ln

(︃
M0(I ∗ R)
M0(If ∗ R)

)︃
, (16)

where the subscript m denotes the motion IC model (Eq. (11)) and the subscript f denotes the flat
field of that IC. By using the identity in Eq. (13), it follows that

µtot = − ln
(︃

M0(I)M0(R)
M0(If )M0(R)

)︃
= − ln

(︃
M0(I)
M0(If )

)︃
= − ln

(︃
ac

af cf

)︃
, (17)

with M0(R) = 1 the area under the rectangular function R(x). Eq. (17) is identical to Eq. (2),
showing that the expression for the attenuation contrast remains unchanged if continuous sample
mask motion during acquisition is employed.

A similar result can be obtained for the refraction contrast by following the same approach.
The motion model is substituted in Eq. (9), yielding

α =
m
zod

(︃
M1(I ∗ R)
M0(I ∗ R)

−
M1(If ∗ R)
M0(If ∗ R)

)︃
. (18)

Using the identities in Eqs. (13) and (14), with M1(R) = 0, because the rectangular function
R(x) is symmetric, it follows that

α =
m
zod

(︃
M1(I)
M0(I)

−
M1(If )

M0(If )

)︃
=

m
zod

(b − bf ), (19)

which is identical to Eq. (3), showing that the refraction contrast is also unchanged by the
continuous mask motion.
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Finally, for the dark field contrast, the IC model with continuous mask motion is substituted in
10 and the identities from Eqs. (13) and (14) are applied, resulting in

σ2 =
m2

z2
od

(︄
M2(I ∗ R)

M0(I)M0(R)
−

M2
1(I)

M2
0(I)

−

(︄
M2(If ∗ R)

M0(If )M0(R)
−

M2
1(If )

M2
0(If )

)︄)︄
. (20)

Then, applying the identity from Eq. (15) yields:

σ2 =
m2

z2
od

(︄
M2(R) +

M2(I)
M0(I)

−
M2

1(I)
M2

0(I)
−

(︄
M2(R) +

M2(If )

M0(If )
−

M2
1(If )

M2
0(If )

)︄)︄
(21)

=
m2

z2
od

(︄
M2(I)
M0(I)

−
M2

1(I)
M2

0(I)
−

(︄
M2(If )

M0(If )
−

M2
1(If )

M2
0(If )

)︄)︄
=

m2

z2
od
(c2 − c2

f ). (22)

Equation (22) is identical to Eq. (4), showing that even the dark field contrast is unaffected by
continuous motion during acquisition.

Equations (17), (19) and (22) demonstrate that the same attenuation, refraction, and dark field
contrast obtained with conventional step-and-shoot scanning, can also be obtained if the sample
mask is continuously shifted during acquisition, without modifications to the IC model. This
result is key to continuous EI-CT since it opens up the possibility of a more mechanically stable
and faster continuous acquisition mode.

3. Experiments

3.1. Simulation experiments

Simulation experiments were performed with GATE [33,34], a Monte Carlo based framework
layered on top of GEANT4 [35]. Furthermore, necessary tools for phase contrast imaging in
GATE were employed [36]. In the simulation, the source emitted a fan beam of monochromatic
X-rays with an energy of 25 keV and had a uniform line focal spot of 50 µm. The detector
consisted of a row of 100 pixels, each with a size of 150 µm, positioned 900 mm from the source.
The sample mask was placed at a distance of 600 mm from the source and had an aperture width
of 20 µm, a period of 100 µm and a thickness of 225 µm. The detector mask was placed 12 mm in
front of the detector and had an aperture width of 30 µm, a period of 148 µm and a thickness of
225 µm. Both masks were modeled as fully impenetrable to eliminate X-ray transmission through

Fig. 2. Illustration of the phantom used in the simulations. The diameters of the carbon
fibers are not to scale.
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the masks. The phantom was placed 13 mm behind the sample mask, and had a magnification
factor of m = 1.47 with an object-detector distance of zod = 287 mm. The phantom consisted of
a cube of water with a side of 9 mm, in which a homogeneous carbon sphere with a diameter
of 3 mm and a cubic region with a side of 2 mm were placed. The cubic region was filled with
17080 parallel carbon fibers, each with a radius of 3 µm. The phantom is shown in Fig. 2.

First, a step-and-shoot simulation was performed with five mask steps of 7.2 µm, in a range
of [−14.4 µm, 14.4 µm], where 0 µm corresponds to the position where the sample mask aligns
with the detector mask. Next, a simulation with 700 mask steps of approximately 0.05 µm was
performed, covering a range of [−18 µm, 18 µm]. The purpose was to simulate continuous mask
motion during acquisition. This was done by averaging the 700 mask steps of each IC in groups
of 140 adjacent steps, resulting in ICs sampled with 5 mask steps, where each step contains
the integrated intensity over an interval of 7.2 µm. To ensure a fair comparison between both
simulated scans, the step-and-shoot scan was repeated 140 times (5 · 140 = 700) and the data
was averaged over the repetitions before fitting the IC, to achieve a similar signal to noise ratio
compared to the continuous scan. Because the masks were modeled as fully absorbing, the offset
parameter d from the models in Eqs. (1) and (6) was fixed to 0 for the simulated data.

3.2. Real experiments

Experimental data was acquired with the FleXCT scanner [37]. To enable EI experiments, the
scanner was equipped with two absorbing masks, made of gold on a graphite substrate [38]. The
sample mask had a period of 100 µm, an aperture width of 20 µm, a thickness of 225 µm and was
positioned at a distance of 650 mm from the source. The detector mask had a period of 148 µm,
an aperture of 30 µm, a thickness of 225 µm and was placed 962 mm from the source. The sample
mask was mounted on a PI H-811.I2 6-Axis Miniature Hexapod to perform the discrete mask
stepping and continuous motion. Before the scan, the sample and detector mask were aligned
according to the procedures discussed in [39,40].

The distance between the source and the detector was 975 mm, the tube voltage was set to
40 kV, with a power of 60 W and the exposure time was set to 2 s. The pixels of the detector had
a size of 150 µm. The object was a piece of tree branch that was placed in the X-ray beam at a
distance of 700 mm from the source, with a magnification factor of 1.39.

First, the object was imaged at 19 different mask positions distributed equally over a range of
[−45 µm, 45 µm], in a step-and-shoot acquisition. This scan is the reference step-and-shoot-scan.
Then, a scan was performed with continuous mask motion, covering the same range of [−45 µm,
45 µm]. This total range was divided in 5 acquisition intervals of 18 µm, over which the intensity
was integrated. The speed of the hexapod was 9 µm s−1. The stepping range was divided in
5 intervals to maximize the size of the integration interval, while ensuring sufficient sample
points for accurate IC fitting. A subset of 5 mask positions was selected from the reference
step-and-shoot data to compare the data with continuous motion to step-and-shoot data with the
same number of IC points. The 5 mask steps were distributed equally over a range of [−30 µm,
30 µm].

In our experiments, acceleration of the hexapod at the start and end of the continuous mask
motion was quasi-instantaneous for this slow speed and, as a result, the duration of acceleration
was considered negligible compared to the long exposure time of 2s. For both the simulations
and the experiments, the IC curve fitting was performed with the non-linear least squares method
provided by the SciPy curve_fit function [41].
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4. Results and discussion

4.1. Simulation experiments

The amplitude, peak position, and variance extracted from the sample ICs of the different
simulations are shown in Fig. 3. These parameters are shown in black when extracted from the
sample ICs of the reference step-and-shoot simulation (with static model). The parameters from
the simulation with continuous sample mask motion are shown in orange when extracted with
the static model (Eq. (1)) and in blue when extracted with the motion model (Eq. (6)).

Fig. 3. The sample IC amplitude (a), peak position (b) and variance (c) for the step-and-shoot
simulation, the simulation with continuous mask motion extracted with the static model
(Eq. (1)) and extracted with the motion model (Eq. (6)).

In Fig. 3(a), it can be observed that the IC amplitude from the scan with continuous sample
mask motion, extracted by fitting the static IC model, is notably lower than the amplitude of the
reference step-and-shoot scan. However, no difference can be observed in the IC peak positions
of the different scans shown in Fig. 3(b). Finally, Fig. 3(c) shows that the variance from the scan
with continuous mask motion, extracted with the static IC model, is overestimated.

These observations are in line with the expectations set in 2.2.1. Averaging the intensity around
the peak of the IC results in a decrease of the amplitude. Similarly, averaging in the tails of the
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IC has a broadening effect, increasing the variance. Continuous mask motion during acquisition
does not influence the peak position of the IC. This follows from Eq. (11), since convolving a
Gaussian IC with a symmetric rectangular function does not shift the peak position.

In Fig. 3, it can also be observed that the amplitude and variance, extracted by fitting the motion
model to the data acquired with continuous mask motion (blue line), correspond substantially
better to the reference step-and-shoot simulation, compared to the parameters extracted by fitting
the static model to the continuous data (orange line). This demonstrates that the motion model
eliminates the bias in the amplitude and variance estimation from data acquired with continuous
sample mask motion. Whereas the variance estimated with the static model is 3.62% higher
than the variance from the step-and-shoot scan, the variance estimated with the motion model
is on average only 0.85% lower. The slight discrepancy between the variances obtained via
step-and-shoot and continuous motion can be attributed to the nature of the simulations, as they
produced idealized beamlet shapes which are not necessarily perfectly Gaussian. This introduces
a subtle mismatch between model and data, which is less pronounced in the case of the continuous
motion, as the introduced blurring results in an increased smoothing of the beamlet profile.

Fig. 4. The attenuation (a), refraction (b) and dark field contrast (c) of the step-and-shoot
simulation, the simulation with continuous mask motion extracted with the static model
(Eq. (1)) and extracted with the motion model (Eq. (6)).
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Fig. 5. The amplitude of the sample ICs from the reference step-and-shoot scan (a), the
scan with continuous mask motion with static model (Eq. (1)) (b) and with the motion model
(Eq. (6)) (c). The profiles from the central detector row are shown in (d).

The attenuation, refraction, and dark field contrasts were obtained from the IC parameters via
Eqs. (2) to (4) and are shown in Fig. 4. The contrasts obtained from the reference step-and-shoot
simulation are shown in black. The contrasts from the simulations with continuous sample mask
motion are shown in orange if extracted with the static model (Eq. (1)) and in blue if extracted
with the motion model (Eq. (6)). In Fig. 4, a dip and peak can be observed in the attenuation
and dark field, respectively, on the left side of the carbon sphere. This artefact is caused by the
beamlet entering the sphere while stepping the IC, which breaks the Gaussian form and results
in an erroneous parameter estimation. As shown in Fig. 4, there is no observable difference in
the retrieved contrasts. Following the derivation in Section 2.2.2, the continuous sample mask
motion during acquisition does indeed not influence the retrieved contrasts.

4.2. Real experiments

Figure 5 shows the amplitude of the sample ICs extracted from the reference step-and-shoot scan
(Fig. 5(a)), the scan with continuous sample mask motion using the static model (Fig. 5(b)) and
the scan with continuous sample mask motion using the motion model (Fig. 5(c)). Figure 5(d)
shows the profile from the central detector row of these images. In a similar way, Figs. 6 and 7
show the peak position and variance of the sample ICs, respectively. A comparison between the
parameters extracted from the data with continuous mask motion and the step-and-shoot scan
with 5 mask steps can be found in the Supplement 1 (Fig. S1 to S3). The RMSE is calculated for

https://doi.org/10.6084/m9.figshare.29694980
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the images obtained via the static model and motion model by comparing them with the reference
step-and-shoot image, and the values are shown in 1. The RMSE of the step-and-shoot scan
with 5 mask steps is also calculated by comparing it with the reference step-and-shoot scan.

Table 1. The RMSE of the images (Figs. 5 to 7) obtained via the
static model (Eq. (1)) and motion model (Eq. (6)) by comparing them

with the reference step-and-shoot image. The RMSE of the
step-and-shoot scan with 5 mask steps is also calculated by

comparing it with the reference step-and-shoot scan

Step-and-shoot (5 steps) Static model Motion model

Amplitude 397 3683 915

Peak position 0.11 0.19 0.19

Variance 3.7 25.7 7.3

In Fig. 5, it can be observed that the amplitude, extracted from the scan with continuous mask
motion by fitting the static model, is lower compared to the reference. In Fig. 6 there is no
visible difference in IC peak position between the different models and in Fig. 7 it can be seen
that the variance of the scan with continuous mask motion and extracted with static model is
overestimated compared to the reference variance. These observations are in agreement with the
simulated data and show that the motion model eliminates the bias in the amplitude and variance
estimations.

Fig. 6. The peak position of the sample ICs from the reference step-and-shoot scan (a), the
scan with continuous mask motion with static model (Eq. (1)) (b) and with the motion model
(Eq. (6)) (c). The profiles from the central detector row are shown in (d).
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Fig. 7. The variance of the sample ICs from the reference step-and-shoot scan (a), the scan
with continuous mask motion with static model (Eq. (1)) (b) and with the motion model
(Eq. (6)) (c). The profiles from the central detector row are shown in (d).

A difference compared to the simulated data is that a shift in IC peak position was observed in
the background of the projections and their respective flat fields. This is attributed to mechanical
instabilities of the setup that cause the sample mask to slightly shift between scans. The peak
positions were corrected by calculating the average position of an area in the background of
each image and subtracting this value from the image. The shifting of the IC peak position over
repeated scans is a known challenge in EI and can be corrected with a post processing algorithm
such as the one in [15]. However, this correction algorithm was designed for Gaussian ICs. Its
application to scans with continuous mask motion will be subject to further study.

Finally, the attenuation, refraction and dark field contrast images for the different scans are
shown in Fig. 8, where it can be observed that the contrasts extracted from the step-and-shoot
scan with 19 mask steps are less noisy compared to the contrasts extracted with the motion model.
This might give the impression that the motion model leads to noisier images. However, when
compared with the step-and-shoot scan with 5 mask positions, a similar noise level is observed.
Hence, the lower noise in the contrasts extracted from the step-and-shoot scan with 19 mask steps
is the result of a denser IC sampling, compared to only 5 points for the scan with continuous
mask motion.

The profiles from the central detector row of the attenuation, refraction and dark field images
in Fig. 8 are shown in Fig. 9, compared with the reference step-and-shoot scan. Here, it is
also observed that the contrasts from the scan with continuous motion are quasi-identical to the
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Fig. 8. The contrasts from the reference step-and-shoot scan (a-c); step-and-shoot scan
with 5 mask steps (d-f) and the scan with continuous mask motion, extracted with the static
model (g-i) and extracted with the motion model (j-l).

reference, irrespective of which IC model is used, substantiating the theoretical proof in Section
2.2.2. The profiles from the central detector row of the attenuation, refraction and dark field
images, compared with the step-and-shoot scan with 5 mask steps, are shown in the Supplement 1
(Fig. S4).

https://doi.org/10.6084/m9.figshare.29694980
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Fig. 9. The profiles from the central detector rows of the attenuation (a), refraction (b) and
dark field (c) images, where the profile from the reference step-and-shoot scan is shown
in black. For the scan with continuous mask motion, the profile is shown in orange when
extracted with the static model (Eq. (1)) and in blue when extracted with the motion model
(Eq. (6)).

The presented results demonstrate that it is possible to perform continuous mask motion during
acquisition and correctly extract the contrasts without modifications to the Gaussian IC model,
because the flat field correction eliminates the bias in the parameter estimation. However, this
will not work when the mask motion in the flat fields is not identical to the projections. For
example, when the flat field is acquired with step-and-shoot while the projections are continuously
acquired. In that case, the static (Gaussian) model should be used to extract the parameters from
the flat field and the motion model should be used for the continuous data to avoid the estimation
bias and to ensure a correct contrast retrieval.

The motion model also assumes that the motion of the sample mask is constant during the
acquisition time. Depending on the motors in the experimental setup, this might be challenging
to achieve due to mask acceleration and deceleration at the beginning and end of the IC sampling.

The acquisition strategy of continuous mask motion can be combined with continuous rotation
to enable efficient EI-CT scanning. An image reconstruction method would need to be developed
that takes into account the continuous rotation of the object in combination with the continuous
translation of the sample mask to reconstruct the different contrasts without blurring artefacts. In
addition, this could also be combined with dithering, a process to increase the spatial resolution
beyond the demagnified pixel size by translating the object in small (sub-pixel size) steps [42,43].
Data sparsity will be a major challenge for the combination of these different motions, because
projections cannot be acquired for every rotation angle, dithering step and sample mask position.
Finally, depending on the available EI-CT hardware, continuous scanning may lead to a significant
gain in scan speed. Indeed, Hagen et al. reported a dead time of 0.8 s per projection, which
amounts to a large part of the total scan time when measuring thousands of projections [14].

5. Conclusion

In this paper, we proposed an EI imaging strategy with continuous sample mask motion. We
demonstrated that fitting a conventional Gaussian IC model to EI X-ray data that was acquired
with continuous sample mask motion still yields accurate attenuation, refraction, and dark field
contrast estimates, even when the continuous motion was not explicitly modelled. Specifically,
by developing an IC model that explicitly incorporates continuous mask motion, it has been
mathematically shown that flat field correction leads to the same attenuation, refraction, and dark
field contrast as obtained from using a conventional model without explicit motion modelling.
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Future work includes research on cases where the motion IC model provides improvements
in the contrasts over the standard Gaussian model, which can occur if the flat fields do not
fully compensate for the motion. Finally, continuous object rotation should be included with
continuous sample mask motion to perform an EI-CT scan.
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