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Description

Technical Field

[0001] The present disclosure relates to a phase-con-
trast X-ray imaging system and a method for obtaining a
dark-field image andmore specifically for obtaining dark-
field projection data.

Background

[0002] Phase-contrast imaging provides in addition to
the conventional X-ray attenuation image two further
images, namely a phase contrast image and a dark-field
image. The contrast in the phase contrast image is pro-
duced by the refraction of the X-rays within the imaged
object,while the contrast in thedark-field image is formed
through the mechanism of small-angle scattering of the
X-rays.
[0003] Because of how the contrast in the dark-field
image is formed, the dark-field image provides comple-
mentary and otherwise inaccessible structural informa-
tion about the imaged object at a scale that is below the
highest spatial resolution of the X-ray imaging system.
However, it has been observed that when imaging ob-
jects such as lungs or some porous materials, the con-
trast in the dark-field image is weak making it hard and
sometimes impossible to derive this additional structural
information about the imaged object. To solve this pro-
blem, solutions have been proposed that rely on extend-
ing the acquisition time to oneormore hours. However, in
some use cases and, especially, in medical applications,
extending the acquisition time is not onlymore expensive
but also often practically infeasible. Other solutions pro-
pose using an imaging system employing expensive
grating plates thus limiting their use in practise.
[0004] US patent application publication
US2018/0140269A1 discloses an X-ray imaging system
for imaging an object of interest. It discloses an X-ray
measurement technique which is insensitive to the var-
iations in the interferometric pattern caused by phase
differences in portions of the object of interest. Bymaking
two independent measurements of the object of interest
using such a phase-invariant imager, the attenuation and
scattering components may be separated, providing ex-
tra information about the imaged object of interest arising
from so-called "dark field" effects.

Summary

[0005] It is an object of embodiments of the present
disclosure to provide a dark-field imaging system and a
method capable of obtaining dark-field projection data
and, therefrom, a dark-field image overcoming the dis-
advantages of the conventional solutions.
[0006] The scope of protection sought for various em-
bodiments of the invention is set out by the independent
claims. The embodiments and features described in this

specification that do not fall within the scope of the
independent claims, if any, are to be interpreted as ex-
amples useful for understanding variousembodiments of
the invention.
[0007] This object is achieved, according to a first
example aspect of the present disclosure, by a compu-
ter-implemented method for obtaining dark-field X-ray
projection data of an object as defined by claim 1. In
particular, themethodcomprisesobtaininga first set ofX-
ray projection data and a second set of X-ray projection
data of the object acquired at different energy spectrums.
More specifically, the first X-ray projection data set is
acquired at a first energy spectrum, while the second
X-ray projection data set is acquired at a second energy
spectrum having a higher effective energy than the first
energy spectrum. Furthermore, the first set of X-ray
projection data is acquired bymeans of a phase-contrast
X-ray imaging system which is configured to capture not
only the attenuation component which is produced by the
absorption of X-rays in the object but also the phase
component which is produced by the refraction of X-rays
in the object and the dark-field component which is
produced by the scattering of X-rays in the object. The
first set of X-ray projection data will thus comprise a first
attenuation component, a first phase component, and a
first dark-field component. The second set of X-ray pro-
jection data is also acquired by the same X-ray imaging
system. However, as the second set of X-ray projection
data is acquired at the second energy spectrum, the
second set of X-ray projection datawill comprise different
components’ contribution than the first set of X-ray pro-
jection data. More particularly, the second set of X-ray
projection data will have a much lower dark-field compo-
nent contribution than the first set of X-ray projection data
and an attenuation component contribution which is
somewhat comparable to that in the first set of X-ray
projection data. The method thus further comprises ex-
tracting the dark-field projection data from the first set of
X-ray projection data by exploiting this observation. In
otherwords, extracting thedark-field projectiondata from
the first set of X-ray projection data in this manner allows
obtainingX-rayprojectiondata characterizedwith adark-
field component that is much less contaminated by the
strong attenuation component.
[0008] Effective energy is a commonly used term in X-
ray imaging to indicate theenergyof aquantumofabeam
of monochromatic radiation that is absorbed or scattered
by a givenmedium to the same extent as a given beamof
polychromatic radiation.
[0009] According to an embodiment, the second set of
X-ray projection data comprises a second attenuation
component and a second dark field component. This can
be achieved, by imaging the object using one setup
configuration of the imaging system instead of multiple.
Asdetailedabove, thesecondsetofX-rayprojectiondata
will contain a lower dark-field component contribution
than the first set of X-ray projection data and an attenua-
tion component contribution which is comparable to that
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in the first set of X-ray projection data set. This observa-
tionallows toestimate thecontributionof thefirst attenua-
tion component from the second set of X-ray projection
data. Further, as the contribution of the second attenua-
tion component is not affected by a strong dark-field
component, estimating the first attenuation component
based on the second set of projection data will provide a
more accurate estimate of the first attenuation compo-
nent contribution than if the latter is directly determined
from the first set of projection data set. This estimated
contribution of the first attenuation component can then
be taken into account to determine the first dark-field
component contribution and therefore, to extract the
dark-fieldcomponent contribution from thefirst projection
data set such that the extracted dark-field component
contribution ismuch less contaminated by the strong first
attenuation component.
[0010] According to an embodiment, the estimation of
the first attenuation component contribution can be per-
formed by first transforming the second set of X-ray
projection data into projection data representation as
acquired at the first energy spectrum to obtain a trans-
formed set of X-ray projection data and then deriving the
attenuation component contribution from the trans-
formed set of projection data. The transformation can
be performed by applying signal processing techniques
that generate out of the second set of X-ray projection
data, an approximated version with preserved ratios
among the various contributions, i.e., the lower contribu-
tion of the dark-field component with respect to the re-
maining components in the projection data observed in
the second set of X-rayprojection data is preserved in the
generated approximated version. As the ratio between
the components’ contribution is preserved in the trans-
formed set of X-ray projection data, i.e., the dark-field
component contribution in the transformed projection
data set remains much lower than the dark-field compo-
nent contribution in the first projection data set while the
attenuation component contribution is substantially the
same as the contribution of the first attenuation compo-
nent, the derived attenuation component represents an
estimate of the first attenuation component which ismore
accurate than if the attenuation component is directly
determined from the first set of projection data set. This
is because the derived attenuation component contribu-
tion is much less contaminated by the dark-field compo-
nent. The deriving can, for example, be performedby any
suitable for the purpose signal processing techniques
suchas techniques that exploits thestatistical distribution
of a data set. Examples of such techniques are mean
squared error estimation, maximum a posteriori prob-
ability estimation and so on, where a parametric function,
e.g., a Gaussian function, is fitted to the data set. In the
present case, a Gaussian function can be fitted to the
projection data corresponding to a respective detector
pixel, i.e., to the intensity distribution of a respective
detector pixel. Once the Gaussian functions are fitted
to the intensity distributions of the respective detector

pixels, the areaunder theGaussian function is calculated
to determine the contribution of the attenuation compo-
nent. This contribution is calculated on pixel-bases. Al-
ternatively, the estimation of the first attenuation compo-
nent contribution can be done by performing the steps of
transforming and deriving in a reverse order. In other
words, the attenuation component from the second pro-
jection data set is derived and then transformed into an
attenuation component contribution as acquired at the
first energy spectrum.Thederivation and the transforma-
tion can be performed in the same way as described
above.
[0011] According to an embodiment, the second set of
X-ray projection data is acquired in the same manner as
the first X-ray projection data set. As a result, the second
set of X-ray projection data of the object will comprise a
second attenuation component, a second phase compo-
nent, and a second dark field component. Similar to the
preceding embodiments, as the second set of X-ray
projection data is acquired at an energy spectrum with
a higher effective energy than the first energy spectrum,
the second set of X-ray projection data will contain a
lower dark-field component contribution than the first
set of X-ray projection data, while the contributions of
the attenuation and phase components in the second set
of X-ray projection data will be substantially the same to
those in the first set of X-ray projection data set after
transformation to the first energy spectrum.This allows to
estimate the contribution of the first attenuation compo-
nent based on the second set of X-ray projection data in
thesamewayasdescribedabove.Thecontributionof the
phase component can be estimated in the same way as
the attenuation component with the addition that once a
parameterized curve is fitted, the phase shift between the
fitted parameterized curve andabaseline curve fitted to a
baseline set of X-ray projection data acquired without
imaging an object is calculated to derive the contribution
of thephasecomponent. Thebaselineprojectiondataset
is typically stored in the imaging system and can be
acquired at calibration of the imaging system. The esti-
mated contributions of the first attenuation and the first
phase components are then taken into account to deter-
mine the first dark-field component contribution from the
first set of the X-ray projection data. Similar to above, the
derived attenuation component and the phase compo-
nent contributions represents estimates of the first at-
tenuation component and the first phase component
contributions which are more accurate than if the latter
aredetermineddirectly from thefirst set of projectiondata
set. This is because the derived attenuation and phase
component contributions aremuch less contaminated by
the dark-field component.
[0012] According to an embodiment, the determining
comprises modelling the first set of X-ray projection data
by means of a parameterized curve fitting to derive the
dark-field component contribution from the first set of
projection data. The modelling can be performed by
any suitable for the purpose signal processing techni-
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ques such as techniques that exploit the statistical dis-
tribution of a data set. Examples of such techniques are
mean squared error estimation, maximum a posteriori
probability estimation and so on, where a parametric
function, e.g., a Gaussian function, is fitted to the data
set. Herein, a parameterized function can be fitted to the
intensity distributionof a respectivedetector pixel.During
the fitting of the parameterized curve, the estimated
contribution of the attenuation component and, if avail-
able, the contribution of the phase component, are used
as constraints during the fitting of the parameterized
curve. Doing so, allows to exploit a priori knowledge of
the statistical distribution of the first projection data set,
i.e., the area under the parameterized curve and the
phase shift of the parameterized curve with respect to
the baseline parameterized curve. Otherwise said, the
fitting exploits the information about the phase shift and
the area of the intensity distribution tomodel the intensity
distribution in amore precise way which in turn allows for
amore precise discrimination between the different com-
ponents and, therefore, extraction of the dark-field com-
ponent contribution. As a result, the extracted dark-field
component contribution in the filtered set of X-ray projec-
tion data will be much less contaminated by the strong
first attenuation component. Once the Gaussian func-
tionsare fitted to the intensity distributionof thepixels, the
dark-field component contribution is determined by cal-
culating the difference in spread of the fitted parameter-
ized curve with respect to the baseline parameterized
curve fitted to the baseline projection data.
[0013] According to alternative embodiments, the ex-
tractionof thedark-field projectiondata canbeperformed
by filtering out the first attenuation component from the
first set of X-ray projection data by exploiting the same
observation, i.e., by means of the second set of X-ray
projection data. More in particular, the extraction com-
prises transforming the second set of X-ray projection
data into projection data representation as acquired at
the first energy spectrum to obtain a transformed set of X-
rayprojectiondata. The transformation canbeperformed
by applying, signal processing techniques that generate
out of the second set of X-ray projection data, an approxi-
mated version with preserved ratios among the various
contributions, i.e., the lower contribution of the dark-field
component with respect to the remaining components in
the projection data observed in the second set of X-ray
projection data is preserved in the generated approxi-
mated version. This transformed set of projection data is
then used as a reference projection data set to filter out
the first attenuation component from the first set of X-ray
projection data. The filtering can be performed by, for
example, subtracting the transformed set of projection
data from the first set of projection data, or other suitable
for the purpose filtering techniques. As a result, a filtered
set ofX-rayprojectiondata is obtainedcharacterizedwith
a filtered out or suppressed attenuation component. In
other words, the phase and dark-field components in the
filtered set of X-ray projection data will not be contami-

nated by the strong attenuation component. Finally, the
dark-field X-ray projection data is extracted from the
filtered set of X-ray projection data. As a result, the
extracted dark-field component in the filtered set of X-
ray projection datawill bemuch less contaminated by the
attenuation component.
[0014] According to an embodiment, the second set of
X-rayprojectiondata isalsoacquired in thesamemanner
as the first set of X-ray projection data. As a result, the
second set of X-ray projection data of the object com-
prises a second attenuation component, a second phase
component, and a second dark field component. Similar
to the preceding embodiment, the second set of X-ray
projection data will contain a lower dark-field component
contribution than the first set of X-ray projection data, and
attenuation and phase components’ contribution com-
parable to those in the first set of X-ray projection data set
after transformation to first energy spectrum. As a result,
the first attenuation and first phase components in the
first set of projection data will be filtered out or signifi-
cantly suppressed in the extracted dark-field component.
Thus, the resulting dark-field component which will be
much less contaminated by the attenuation component.
[0015] According to an embodiment, the extracting of
the dark-field projection data from the first set of X-ray
projection data is performed by means of artificial intelli-
gence. An example of an artificial intelligence is machine
learning which employs a trained learning model. The
training of the learning model is performed using a train-
ingdatasetwhichcomprises setsofX-rayprojectiondata
of one or more ground truth objects acquired at the first
and second energy spectrums. The various ground truth
objects can, for example, comprise one material or a
combination of materials. The materials can, for exam-
ple, correspond to the various soft tissues and/or hard
tissues found in the human body. The learningmodel can
be trained to perform the extraction by means of a learn-
ing system implementing, for example, support vector
machine, random forest, and neural networks such as a
deep neural network, DNN, a recurrent neural network,
RNN, a graph neural network, GNN, or a convolutional
neural network, CNN. Once trained, the learning model
can perform the extraction of the dark-field projection
data from the first set of X-ray projection data.
[0016] According to an embodiment, the method
further comprises selecting the first energy spectrum
and the second energy spectrum for imaging a desired
material of the object, wherein the selection is done
based on a pre-determined relationship between the
energy spectrum and the desired material. The pre-de-
termined relationship between the energy spectrum and
the desired material can be obtained upfront, i.e., before
imaging the object. For example, this can be done during
a calibration procedure where various materials are im-
aged at various energy spectrums with respective effec-
tive energy. As a result, plots characterizing the relation-
ship between the energy spectrum and the various ma-
terials are obtained. The information from these plots can
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then be used to derive the first and second energy
spectrums for imaging the desired material of the object
with an optimal signal-to-noise ratio.
[0017] According to an embodiment, the X-ray projec-
tion data is acquired by any suitable for the purpose
phase-contrast X-ray imaging system, i.e., by any X-
ray imaging system employing phase-contrast imaging
and capable of recording the attenuation, the phase, and
the dark-field component. Examples of suitable phase-
contrast X-ray imaging systems include phase-contrast
X-ray imaging systems comprising one or more gratings,
or a speckle-based filter.
[0018] According to an embodiment, the method
further comprises reconstructing the extracted dark-field
projectiondata intoanX-ray image.The reconstructionof
the projection data can be done by any conventional
reconstruction technique. More specifically, the contribu-
tion of the dark-field component is calculated from the
dark-field projection data on a pixel-bases. The dark-field
X-ray image is then constructed from the calculated
contributions which define the intensity value for the
respective pixels in the image.
[0019] According to a second example aspect, an ap-
paratus for obtaining dark-field X-ray projection data of
an object is disclosed characterized by the features of
claim 11. In particular, the apparatus comprises at least
one processor and at least one memory. The processor
can be any suitable general-purpose processor. The
memorymay include volatile memory, non-volatile mem-
ory, or a combination thereof. The memory further stores
a computer program code in the form of program instruc-
tions which together with the processor, causes the ap-
paratus to perform the method according to the first
aspect.
[0020] The various example embodiments of the first
example aspect may be applied as example embodi-
ments to the second example aspect.
[0021] According to a third example aspect, a phase-
contrastX-ray imagingsystem isdisclosedcharacterized
by the features of claim 12, the phase-contrast X-ray
imaging being configured to acquire sets of X-ray projec-
tion data of an object at energy spectrums having re-
spectiveeffectiveenergiesandcomprising theapparatus
according to the second example aspect.
[0022] According to an embodiment, the imaging sys-
tem further comprises an X-ray band-pass filter. The X-
ray band-pass filter is placed in front of the X-ray source
and is configured to allow the emission of X-rays with the
respective energy spectrums for the imaging of the ob-
ject. More specifically, the X-ray band-pass filter reduces
the intensity of the wavelengths lying outside of the
passband of the filter. As a result, it is guaranteed that
the X-ray projection data sets of the object are acquired
using X-rays with an energy spectrum having a desired
effective energy.
[0023] According to an embodiment, the phase-con-
trast X-ray imaging system is a dual-energy imaging
system. According to a preferred embodiment, the

dual-energy imaging system comprises a dual-energy
X-ray source such as a kV switching X-ray source and a
dual-energy X-ray detector. Such a dual-energy imaging
system allows capturing the X-ray projection data sets at
the respective energy spectrums without the need of
changing the X-ray source and/or detector to acquire
theprojectiondatasetsat thedifferent energyspectrums.
Furthermore, such a dual-energy imaging system allows
acquiring of the two projection data sets in a single X-ray
acquisition.
[0024] According to an embodiment, the dual-energy
X-ray source comprises two single-energyX-ray sources
each of them configured to emit X-rays with a different
energy spectrum. Furthermore, the dual-energy X-ray
detector comprises two single-energy X-ray detectors.
Using such a dual-energy imaging system allows the
replacement of thedefective source and/or detector, thus
reducing the maintenance costs for the imaging system.
Furthermore, such a dual-energy imaging system allows
the replacement of one of the X-ray sources and one of
the X-ray detectors to acquire X-ray projection data for a
specific material of the object.
[0025] According toanembodiment, theX-raydetector
canbeaspectral energydetector.Suchaspectral energy
detector records the X-ray photons in different energy
bins thus allowing the capturing of projection data sets at
the different energies at the same time.
[0026] The other example embodiments of the first
example aspect may further be applied as example em-
bodiments to the third example aspect.
[0027] According to a fourth example aspect, a com-
puterprogramproduct isdisclosedcomprisingcomputer-
executable instructions for causing an apparatus to per-
form thecomputer-implementedmethodaccording to the
first example aspect when run on the apparatus.
[0028] According to a fifth example aspect, a computer
readable storage medium is disclosed comprising com-
puter-executable instructions for causinganapparatus to
perform the computer-implementedmethod according to
the first example aspect when run on the apparatus.
[0029] The various example embodiments of the first
example aspect may be also applied as example embo-
diments to the fourth and fifth example aspects.

Brief Description of the Drawings

[0030] Some example embodiments will now be de-
scribed with reference to the accompanying drawings.

FIG.1A shows a phase-contrast X-ray imaging sys-
tem according to an example embodiment of the
present disclosure.

FIG.1B shows an apparatus for obtaining dark-field
X-ray projection data according to an example em-
bodiment of the present disclosure;

FIG.1C shows an example of interference patterns
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obtained with the phase-contrast X-ray imaging sys-
tem of FIG.1A.

FIG.2A shows steps for obtaining dark-field X-ray
image according to a first example embodiment of
the present disclosure;

FIG.2B shows steps for obtaining dark-field X-ray
projection data according to the first example embo-
diment of the present disclosure;

FIG.3A shows steps for obtaining dark-field X-ray
image according to a second example embodiment
of the present disclosure;

FIG.3B shows steps for obtaining dark-field X-ray
projection data according to the second example
embodiment of the present disclosure;

FIG.3C shows the result of the parameterized curve
fitting according to the second example embodiment
of the present disclosure;

FIG.4 shows an example architecture of an autoen-
coder for training a deep learningmodel according to
the present disclosure; and

FIG.5 shows conceptual examples of a projection
data transformed by a deep learning model trained
by means of a generative adversarial neural net-
work, GAN, according to the present disclosure.

Detailed Description of Embodiment(s)

[0031] FIG.1A shows a simplified block scheme of
phase-contrast X-ray imaging according to an example
embodiment of the present disclosure. The imaging sys-
tem 100 comprises a dual-energy X-ray source 10, a
dual-energy X-ray detector 14, and a grating 12 placed
between the X-ray source and the X-ray detector. The
dual-energyX-ray source10canbea fast kVswitchingX-
ray source or any other X-ray source capable of emitting
two energy spectrums having different effective energy.
For example, the kV switching source can emit a first X-
ray beam with an effective energy of 60 keVand another
X-ray beam with an effective energy of 120 keV. Option-
ally, the X-ray source 10 may be provided with an X-ray
high-pass or band-pass filter (not shown in the figure).
The X-ray filter is configured to allow the emission of X-
rays with the respective energy spectrums for the ima-
ging of the object, thus reducing the intensity of the
wavelengths of the X-ray beam lying outside the desired
energy spectrum. The X-ray filter could be any suitable
for the purpose filter such as aCu or Al high-pass filter, or
a combination of such Cu or Al filters creating a band-
pass filter. Such band-pass filters are commonly referred
to as k-edge filters. An example of such a k-edge filter is
described in Y. Rakvongthai et al, "Spectral CT using

multiple balanced k-edge filters," IEEE transactions on
medical imaging Vol. 34, pages 740‑747, (2014). The
dual-energy X-ray detector 14 can be any X-ray detector
capable of recording or capturing X-rays emitted by the
dual-energy X-ray source 10. The grating 12 is a plate
comprising apertures or holes distributed over its surface
in a regular fashion which are small enough to generate
an X-radiation with an interference pattern from the
emitted X-ray beam.
[0032] Toexamine an object 40, for example, a patient,
the object is positioned between the X-ray source 10 and
the grating 12 on the one side and the X-ray detector 14
on theother sideand imagedat twodifferent energies, i.e.
60keVand120keV.Theenergies to image theobject can
be selected based on the material composition of the
imagedobject. As shown in theplot inFIG.1A, 60 keVand
120 keV may be used for the imaging of the patient, for
example. Placing the object in this way causes the X-
radiation to undergo a phase shift which changes the
beamlets generated by the grating 12, and therefore the
intensity distribution of the x-radiation detected by the X-
ray detector, in a measurable manner. This changed
intensity distribution is detected or recorded by the X-
ray detector 14. More in particular, each decoder pixel
records or detects such an intensity distribution. Each of
these intensity distributions comprises a mixture of an
attenuation, a differential phase, and dark-field compo-
nents. The components’ contribution at each pixel cor-
responds respectively to the location-dependent at-
tenuation, the location-dependent phase shift, and the
location-dependent dark-field which can be inferred by
back-calculation from a previously measured intensity
distribution without an object - so-called baseline projec-
tion data. The attenuation component which is produced
byabsorption of X-rays in theobject can then beobtained
from the location-dependent attenuation while the differ-
ential phase component which is produced by the refrac-
tion of X-rays in the object can be obtained from the
location-dependent phase shift and the dark-field com-
ponent which is produced by the scattering of the X-rays
in the object from the angular spread.
[0033] As the object is imaged using two different en-
ergy spectrums, the X-ray detector will record two sets of
such intensity distributions per pixel; one at the first
energy spectrum and another one at the second energy
spectrum. As a result, two sets of X-ray projection data
will be recorded with one set acquired at the first energy
spectrum and another set acquired at the second energy
spectrum with each set of X-ray projection data compris-
ing intensity distributions for the respective detector pix-
els.
[0034] As the angular spread of the X-rays caused by
the material composition of the object changes with the
energy spectrum of the X-radiation much more than the
absorption and the refraction of the X-rays, the obtained
sets of X-ray projection data will comprise different com-
ponents’ contributions. More specifically, as the second
set of projection data is acquired at an energy spectrum

5

10

15

20

25

30

35

40

45

50

55



7

11 EP 4 351 425 B1 12

with a higher effective energy than the first set, the
second set of projection data will comprise a much lower
dark-field component contribution than the first set and
somewhat comparable to the first set attenuation and
differential phase components’ contributions.
[0035] FIG.1B shows further details of the imaging
system 100 of FIG.1A, wherein the parts of the imaging
system 100 which are identical to the imaging system of
FIG.1A are denoted by identical reference signs. In this
figure, the imaging system includes in addition to the
imaging system of Fig.1A, a projection data processing
module 102, an image reconstruction module 104, a
memory, and a processor.
[0036] Algorithms to operate the projection data pro-
cessing module 102, and the image reconstruction mod-
ule104areprovidedassoftware instructionsstored in the
memory. Thememorymaybevolatile or non-volatile, or a
combination thereof. The memory may store program
instructions as well as projection data generated by the
imaging system and any other data needed by the ima-
ging system. The processor executes the instructions
stored in the memory and controls the operation of the
imaging system 100, i.e., the operation of the projection
data processing module 102, and the image reconstruc-
tion module 104.
[0037] In some embodiments, the projection data pro-
cessing module 102 may be provided internally or ex-
ternally to the imaging system 100. Similarly, the projec-
tion data processing module 102 and the image recon-
struction module 104 may be provided internally or ex-
ternally to the imaging system 100. In these embodi-
ments, when module 102 or modules 102 and 104 are
provided externally to the imaging system, they may
include separate memory and processor.
[0038] In the example shown in FIG.1B, the projection
data processing module 102 and the image reconstruc-
tion module 104 are provided externally to the imaging
system to forming a processing apparatus 200 which is
also provided with a separate memory 122 and a sepa-
rate processor 124.
[0039] A first example of the method for obtaining an
improved dark-field X-ray projection data, according to
the present disclosure, will be now explained with refer-
ence to FIG.2A.
[0040] In the first step, i.e. step 210, the two sets of X-
ray projection data of the object at the respective energy
spectrums acquired by the imaging system 100 in the
same way as described above with reference to FIG.1A
are obtained by the projection data processing module
102. As described above, the first and second set of
projection data comprise an intensity distribution for each
detector pixel which comprises a mixture of an attenua-
tion, a differential phase, and a dark-field component.
[0041] In the second step of the method, i.e., step 220,
projection data processingmodule 102 extracts the dark-
field projection data from the first set of projection data by
means of the second set of projection data as further
detailed in FIG.2B. The extraction exploits the observa-

tion, asdescribedabove, that the contributionof thedark-
field component in the first projection data set is higher
than in the second projection data set, while the attenua-
tionand thedifferential phasecomponents contribution in
the first projection data set are similar to those in the
second projection data set.
[0042] More specifically, to perform the extraction the
projection data processing module 102 transforms 222
the second set of projection data into a projection data
representation as acquiredat the first energy spectrum to
obtain a transformed set of X-ray projection data. Doing
so causes the intensity distribution acquired at the sec-
ond energy spectrum to bemodified in such away that its
attenuation component contribution becomes substan-
tially thesameas theattenuation component contribution
of the first set of projection data while the ratio between
the respective components’ contributions is preserved.
This is illustrated conceptually in FIG.1C which shows
illumination curves derived from the intensity distribu-
tions recorded by a detector pixel at the different ener-
gies. These illumination curves can be obtained by, for
example, fitting a parameterized curve such as a Gaus-
sian curve, to a respective intensity distribution using, for
example, mean squared error estimation. For the sake of
clearly illustrating the effect of the attenuation and dark-
field components on the distribution of the illumination
curve, theseeffects havebeenexaggerated in this figure.
The contribution of the phase componentwhich results in
a shift of the illumination curve has, however, not been
illustrated for simplicity reasons. As it can be seen from
the figure, the illumination curve recorded by the detector
pixel at the low energy without an object being imaged,
i.e. ’no object’, which is referred to as the baseline illu-
mination curve, has the highest magnitude, while the
illumination curves recorded when imaging an object at
the low energy, i.e. ’Low kV’, and high energy, ’High kV’,
have a much lower magnitude which reflects the con-
tribution of the attenuation component in the recorded
projection data for that detector pixel. Similarly, the ’Low
kV’ and ’High kV’ illumination curves have a broader
spread than the ’no object’ curve which reflects the con-
tribution of the dark-field component in the ’Low kV’ and
’High kV’ illumination curves. Furthermore, it can be seen
that the dark-field component contribution in the ’High kV’
is higher that the dark-field component contribution in the
’Low kV’ as the spread of the ’High kV’ curve is bigger,
while the contribution of the attenuation components in
the ’Transformed High kV’ and ’Low kV’ are substantially
the same, i.e., the area under the two curves is substan-
tially the same.
[0043] The transformation could bedonebyemploying
signal processing algorithms as detailed below with re-
ference to FIG.4 and FIG.5 which aim to preserve the
proportion of the component’s contribution as observed
in the original projection data, i.e., the lower contribution
of the dark-field component with respect to the remaining
components in the projection data is preserved in the
generated approximated version.
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[0044] Next, the projection data processing module
102 uses the transformedX-ray projection data to extract
the dark-field component from the first set of X-ray pro-
jection data. As the transformation of the second projec-
tion data set is done to preserve the proportion of the
components’ contribution in the transformed projection
data set, the extraction can be performed filtering out 224
the first set of projection data by means of the trans-
formed set of projection data. This could be done by
simply subtracting the transformed projection data set
from the first projection data set. The subtraction is
performed on a pixel-per-pixel basis. As a result, filtered
projection data set is obtained comprising information
about the dark-field component and differential phase
contributions. Finally, the projection data processing
module 102 extracts 226 the contribution of the dark-field
component by simply calculating the area under the
filtered set of projection data. Thus, a dark-field compo-
nent contribution is derived on a pixel-per-pixel basis.
The differential phase component can also be extracted
from the filtered set of projection data by calculating the
phase shift between the baseline projection data and the
filtered set of projection data is calculated.
[0045] Alternatively, the filtering out 224 can be per-
formed as follows.Once, the transformed projection data
set is obtained, the projection data processing module
102 calculates the magnitude of the intensity distribution
for the respective detector pixel. Then, the projection
data processing module 102 modifies the intensity dis-
tribution of the baseline projection data such that its
magnitude corresponds to the magnitude of the trans-
formed projection data set. This magnitude modification
is done in such a way that the spread of the intensity
distribution of the baseline projection data is preserved.
As a result, a modified baseline projection data is ob-
tainedwhichpurely reflects the attenuation component in
the first projection data set. This modified baseline pro-
jection data set is then used to filter out the first projection
data set. Similar to above, this can be done by simply
subtracting themodifiedbaselineprojectiondataset from
the first projection data set. Herein again, the subtraction
is done on a pixel-per-pixel basis. As a result, a filtered
projection data set is obtained comprising the dark-field
component and the differential phase component. Final-
ly, the contribution of the dark-field component is ex-
tracted 226 from the filtered set of projection data. To
do so, the projection data processing module 102 calcu-
lates the area under the filtered set of projection data in
the same way as described above. Thus, a dark-field
component contribution is derived on a pixel-per-pixel
basis. Herein again, the differential phase component
can also be extracted from the filtered set of projection
data by calculating the phase shift between the baseline
projection data and the filtered set of projection data is
calculated.
[0046] In the final step, i.e., step 230, the projection
data processing module 102 feeds the extracted dark-
field component contribution for the respective detector

pixels to the image reconstruction module 104. The im-
age reconstruction module then creates the dark-field
image by simply ordering the extracted dark-field com-
ponent contribution in the form of a two-dimensional
array.
[0047] In some embodiments, the single grating 12 of
the X-ray imaging system 100 can be substituted by two
gratings, for example. In this case, to examine the object,
the object is positioned between the X-ray source 10 and
the first grating on the one side and the second grating
and the X-ray detector 14 on the other side. The first and
second gratings are commonly referred to as a sample
grating and a detector grating or mask, respectively. The
detector mask period is designed to follow the pixel
spacing on the detector, while the sample mask follows
a scaled down period depending on the geometric mag-
nification to account for the beam divergence. When
using two gratings, the projection data is acquired by
misaligning the sample and the detector gratings by, for
example, ± 50%. Doing so allows to disentangle or
separate the attenuation component from the refraction
component. An intensity distribution for a respective
detector pixel is then derived from the shifted images,
which represents the fraction of photons transmitted
through the aperture of the detector as described by
P.C. Diemoz et al. in, "Angular sensitivity and spatial
resolution in edge illumination X-ray phase-contrast ima-
ging", Nuclear Instruments and Methods in Physics Re-
searchSectionA, 784, 538‑541, 2015. It has been shown
that the attenuation component reduces the beam inten-
sity by a constant factor, while the refraction deviates the
beam, and therefore shifts the intensity distribution. The
small angle scatter on the other hand broadens the
intensity distribution.
[0048] Differently from the imaging system described
above with reference to FIG.1A and FIG.1B, when using
the imaging systemwith twogratings, the first set of X-ray
projection data can be acquired to comprise the three
different components, i.e., the attenuation, differential
phase, and dark-field components, while the second
set of X-ray projection data can be acquired to comprise
the above three components or only an attenuation
component. To obtain a second set of X-ray projection
data comprising only an attenuation component, a single
acquisition of the object is taken. In such a scenario, the
result of the filtering step 220 will be a filtered set of X-ray
projection data with a significantly suppressed attenua-
tion component and preserved differential phase and
dark-field component. The dark-field component contri-
bution anddifferential phase component contribution can
be extracted in the same way as described above.
[0049] Optionally, themethodmay further comprise an
additional filtering step, in which the filtered X-ray projec-
tion data is further processed to suppress the differential
phase component. This could be done by means of
conventional filtering techniques.
[0050] A second example of the method for obtaining
the dark-field X-ray projection data, according to the

5

10

15

20

25

30

35

40

45

50

55



9

15 EP 4 351 425 B1 16

present disclosure, will be now explained with reference
to FIG.3A.
[0051] In the first step, i.e., step 310, the two sets of X-
ray projection data of the object at the respective energy
spectrums acquired by the imaging system 100 in the
same way as described above in the first example em-
bodiment are obtained by the projection data processing
module 102. Similar to the first example embodiment, the
acquired sets of projection data comprise respective
mixtures of an attenuation, differential phase, and
dark-field components.
[0052] In the second step, i.e., step 320, the projection
data processing module 102 extracts the dark-field pro-
jection data from the first set of projection data by means
of the second projection data set as detailed further in
FIG.2B. Herein, the step of extraction exploits the same
observation, however, the extraction is performed in a
different matter. More specifically, the projection data
processing module 102 first transforms 322 the second
projection data set into a projection data representation
as acquired at the first energy spectrum to obtain a
transformed projection data set. The transformation step
322 is performed in the same way as the transformation
step 222. As a result, the intensity distribution acquired at
the second energy spectrum are modified in such a way
that its attenuation component contribution becomes
substantially the same as the attenuation component
contribution of the first set of projection data while the
ratio between the respective components’ contributions
is preserved.
[0053] Next, the projection data processing module
102 derives 324 the contribution of the attenuation and
phase components from the transformed projection data
set. The contribution of these components is derived on a
pixel-per-pixel bases as follows. First, the transformed
projection data, and, more specifically, the transformed
intensity distribution, for the respective pixel, is modelled
by a mean squared error estimation or by any other
suitable for the purpose signal processing techniques
that can fit a parameterized function, such as aGaussian
function, to the projection data. Examples of such tech-
niques are described in Zamir, A., et al. in "Robust phase
retrieval for high resolution edge illumination x-ray
phase-contrast computed tomography in non-ideal en-
vironments.," Sci Rep 6, 31197 (2016) and Fabio A.
Vittoria et. al. in "Beam tracking approach for single-shot
retrieval of absorption, refraction, and dark-field signals
with laboratory x-ray sources," Applied Physics Letters,
Vol. 106, Issue 22, (2015).
[0054] Once modelled, the projection data processing
module 102, calculates the attenuation component con-
tribution CAT, TR by calculating the area under the fitted
parameterizedcurve.Todetermine thecontributionof the
phase component CPH, TR, the projection data proces-
sing module 102, calculates the phase shift between the
fitted parameterized curve and a baseline parameterized
curvefitted toabaselineprojectiondata for the respective
detector pixel. Such baseline projection data is typically

obtained during the calibration of the imaging system
when no object is imaged.
[0055] It is worth noting, the steps 322 and 324 can be
performed in a reversed order. In this case, the attenua-
tion and phase components will be derived in the same
way as described in step 324 directly form second pro-
jection data set. Once, derived their corresponding con-
tribution will be transformed to a contribution as acquired
at the first energy spectrum. Again, the transformation
can be performed in the exact same way as described in
step 322.
[0056] Next, the projection data processing module
102, uses the derived attenuation and phase compo-
nents contributions from the transformed projection data
set as estimates of the contributions of the first attenua-
tion and first differential phase components to extract the
contribution of the dark-field component from the first
projection data set. To do so, the contribution of the
attenuation, CAT, TR and phase components CPH, TR
derived from the transformedprojectiondataset areused
as constraints tomodel 326 the first set of projection data
per detector pixel using a parameterized function, e.g., a
Gaussian function, in the same way as detailed above
with reference to step 324. The values of the CAT, TR and
CPH, TR components are thus used to enforce (i) the area
under the Gaussian function being fitted to the first set of
projection data to correspond to the value of CAT, TR, and
(ii) the shift of theGaussian functionbeing fitted to the first
set of projection data to correspond to the value of CPH,
TR.
[0057] Once the intensity distributions for the respec-
tive pixels are modelled, the projection data processing
module 102 extracts 328 the dark-field component con-
tribution by calculating the difference in spread of the
fitted parameterized curve with respect to the baseline
parameterized curve.
[0058] In the final step, i.e., step 330, the projection
data processing module 102 feeds the extracted dark-
field component contributions for the respective detector
pixels to the image reconstruction module 104. In this
example embodiment, the image reconstruction module
creates the dark-field image by simply ordering the ex-
tracted dark-field component contribution in the form of a
two-dimensional array.
[0059] The advantage of extracting the dark-field pro-
jection data using the method according to the present
disclosure is conceptually illustrated in FIG.3C. FIG.3C
shows the result 342 of a Gaussian function fitted to the
projection data 340 for a respective pixel in a conven-
tional way, i.e., without using constrained fitting, and the
result 344 of the Gaussian function fitted to the same
projection data using, in this case, the constrained fitting
asdescribedabovewith reference toFIG.3AandFIG.3B.
In this conceptual example,modelling the projection data
as described herein results in a narrower spread of the
fitted Gaussian, and, thus, in a lower contribution of the
dark-field component. Thus, the corresponding pixel in
the resulting dark-field image will have a lower intensity.
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[0060] In some embodiments, the extracting step 220
or 320 as described with reference to FIG.2A, FIG.2B,
andwith reference to FIG.3A and 3B can be performed in
a single step bymeans of a deep learningmodel which is
trained to perform the extracting. The deep learning
model can be trained by means of a learning system
implementing, for example, an autoencoder which is an
example of a convolutional neural network. The learning
system however may implement other types of neural
networks, such as a deep neural network, DNN, a re-
current neural network, RNN, a graph neural network,
GNN.Once trained, thedeep learningmodel canperform
the extracting of the dark-field X-ray projection data from
the first set of X-ray projection data by means of the
second set of X-ray projection data.
[0061] The training of the deep learning model is per-
formed using a training data set which comprises sets of
X-ray projection data of one or more ground truth objects
acquired at the first and second energy spectrums. The
various ground truth objects can, for example, comprise
onematerial or a combination ofmaterials. Thematerials
can, for example, correspond to the various soft tissues
and/or hard tissues found in the human body. The ma-
terials can also comprise various compositions of indus-
trial samples when X-ray imaging system of FIG.1A and
FIG.1 B is used for imaging industrial materials such as a
composition of different plastics, fibre bundles in compo-
site materials of powder, and so on.
[0062] An example architecture of an autoencoder
neural network and the method for training the autoen-
coder for performing the extracting step220or 320will be
now described with reference to FIG.4. The autoencoder
comprises an encoder 410 comprising several convolu-
tional layers, a decoder 420 comprising several decon-
volutional layers, and a control logic 430 that encourages
the encoder 410 to filter out the attenuation component
from the first set of X-ray projection data 411 bymeans of
the second set of X-ray projection data 421. The encoder
and decoder can comprise the same or different number
of layers. In this figure, encoder 410 is illustrated to have
five convolutional layers, and decoder 420 to have five
deconvolutional layers.
[0063] At each iteration, the encoder 410 receives the
obtained sets of X-ray projection data. The encoder will
receive the first set of projection411and thesecondset of
projection data 421. In FIG.4, the autoencoder is shown
tobe trained toperform theextractingas shown inFIG.2A
and FIG.2B or the extracting as shown in FIG.3A and
FIG.3B. In the example shown in FIG.2A and FIG.2B, the
projection data sets are fed to the encoder in the formof a
one‑ or two-dimensional data structure, for example. At
each convolutional layer of the encoder, the projection
data sets are essentially downsampled to obtain an en-
coded representation 422of the projectiondata sets. The
encoded representation 422 is then decoded by the
decoder 420 by upsampling the encoded representation
at the respective deconvolutional layers to obtain a de-
coded or filtered projection data set 423. Once decoding

is complete, the method proceeds to enforce filtering of
the first set of X-ray projection data 411 into a filtered
projection data set 423. For this purpose, the original sets
of projection data 411 and 421, the encoded projection
data set 422 as well as the decoded projection data set
423 are all fed to the control logic 430 which maximizes
the suppression of the attenuation component and op-
tionally the differential phase component in the first set of
projection data set 411 while preserving the dark-field
component. Maximizing the suppression ensures that
the encoding enforces extraction of the dark-field com-
ponent and suppression of the other components and
that the decoding enforces correct reconstruction of the
extracted dark-field component. As a result, the control
logic 430 outputs one set of encoding parameters 431
and another set of decoding parameters 432 to control
the downsampling and the upsampling of the projection
data at the respective convolutional and deconvolutional
layers. The process is repeated until the attenuation
component and optionally the differential phase compo-
nentsareoptimally suppressed in thedecodedprojection
data set. Once the autoencoder is trained, the autoen-
coder 400 can be used to perform the extraction step 220
or 320 on the actual projection data sets.
[0064] In the example of FIG.3A and 3B, the autoen-
coder is trained in the same manner as described above
with the only difference that the control logic 430 aims at
enforcing the extraction of the dark-field projection data
by improving the estimation of the first attenuation com-
ponent contribution, i.e., step 322 and 324 of FIG.3B.
[0065] In some embodiments the transforming step
222 or 322 as described with reference to FIG.2B and
with reference to FIG.3B can be performed by a gen-
erative adversarial network, GAN, which is another ex-
ample of a deep learning architecture. A GAN estimates
how data points are generated in a probabilistic frame-
work. It consists of two interacting neural networks, i.e., a
generator neural network G and a discriminator neural
network D, which are trained jointly through an adver-
sarial process. Conceptually, the objective of neural net-
workG is to synthesize fake data that resemble real data,
while the objective of neural network D is to distinguish
between real and fake data. Once trained through the
adversarial training process, the generator neural net-
work G can then generate fake data that match the real
data distribution.
[0066] In the example shown in FIG.2A and FIG.2B,
the GAN can be trained to transform the second set of X-
ray projection data and thebaselineX-rayprojection data
set into projection data representation as acquired at the
low energy as shown in FIG.5. Similar to the example of
FIG.4, the GAN can be trained using training data set
comprising sets of X-ray projection data of one or more
ground truth objects acquired at the first and the second
energy spectrums.
[0067] During the training, the GAN inversion aims to
invert the given X-ray projection data set 501 into a latent
space, LS, of the GAN learning model. The given projec-
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tion data set is then transformed from the inverted code
by the generator G into a projection data 511, ... , 513 as
acquired at the low energy. Once the given projection
data set is inverted into the latent space, the inverted
code is varied within the latent space to modify the
corresponding attribute of the projection data such that
an optimal transformation is performed. More in details,
theGAN inversionmaps the given the projection data set
x to the latent space, LS, toobtain the latent codez*.From
there, a transformed projection data set x* is then ob-
tained by x* = G(z*). Thus, by simply varying the latent
code z* in different interpretable directions, e.g., z* +n1 or
z* +n2 where n1 and n2 model respective parameters
suchasenergy, luminosity, etc. in the latent spaceLS, the
corresponding attribute of the given projection data set
can be modified. Modifying these parameters allows
optimizing the transformation of the given projection data
set x into a projection data set x* as obtained at the low
energy. The parameters are modified until the transfor-
mation of the projection data sets satisfy a cost function.
Once the output of the cost function reaches a satisfac-
tory error level, then the training of theGAN is completed.
[0068] Thus,during the trainingof the learningmodel of
the GAN, the goal is to find a path in latent space LS that
transforms the projection data 510, i.e., x = G(z), to its
transformed version x* = edit(G(z, α)). The transforma-
tion can be then represented as G(z + αw) for a linear
transformation or G(f (f(... (z)))) for a non-linear transfor-
mation. Once trained, the generator G can be used to
perform the transformation step 222 on the actual projec-
tion data sets.
[0069] In the example shown in FIG.3A and FIG.3B,
the GAN can be trained to transform the second set of X-
ray projection data and thebaselineX-rayprojection data
set into projection data representation as acquired at the
low energy in the same way as detailed above. In the
same way, the GAN can be trained to transform the
contribution of the second attenuation component into
a contribution as acquired at low energy, or the GAN can
be trained to transform the contributions of both the
second attenuation component and the second differen-
tial phase component into contributions as acquired at
the low energy.
[0070] The energies to image the object or thematerial
composition can be selected from a material-energy plot
that characterizes the relationship between them. Such
material-energy plots can be derived by running a series
of monochromatic simulations for the various materials
that one expects in the sample, in order to investigate the
magnitude of the dark field signal, i.e., the contribution of
thedark-field component, e.g., in termsof beamlet broad-
ening in an edge-illumination setup, as a function of
energy. It can then be observed that dark field signal
drops towards higher energies as shown in plot in
FIG.1A. This is an indication that a second set of projec-
tion data set acquired at a sufficiently high energy will be
substantially a ’dark-field free’ projection data. The re-
sulting plots can then be used to derive the optimal kV

settings for the first and/or second energy spectrum. The
high energy for imaging the desired object or material
composition is then selected to be as high as possible but
low enough so that the obtained projection data can be
successfully transformed into a projectiondata represen-
tation as acquired at the lower energy. Similarly, the low
energy for imaging the desired object or material com-
position is selected to be as low as possibly so that the
contribution of the dark-field image is as high as possible.
Alternatively, polychromatic simulations may be per-
formed for different kV settings to generate these plots.
[0071] Instead of acquiring only one second set of
projection data, multiple second sets of X-ray projection
datacanbeacquiredwithenergyspectrahavingeffective
energy higher than the effective energy of the first set of
X-ray projection data. Importantly, the focus does not lie
in the entire energy spectrum, but on its effective energy
only. For example, if the first projection data set is ac-
quired at an effective energy of 60KeV, two second
projection data sets can be acquired at the effective
energy of 100 keV and 120 keV. Similar to above, these
secondsetsofX-rayprojectiondatawill alsohavea lower
dark-field component contribution than the dark-field
component contribution in the first projection data set.
The two second sets of projection data set can then be
used to extract the dark-filed component contribution in
the first set of projection data in the same way as de-
scribed above with reference to FIG.2A to FIG.2B and
FIG.3A toFIG.3B.Morespecifically, the twosecondset of
projection data are transformed into a single projection
data representation as acquired at the first energy which
is then used to extract the dark-field component from the
first projection data set. Using two ormore second sets of
X-ray projection data allows for better or more precise
extraction of the dark-field component contribution as the
material-energy relationship can be exploited in a more
precise way when, for example, training the learning
model shown in FIG.4 or FIG.5.
[0072] Although the present invention has been illu-
strated by reference to specific embodiments, it will be
apparent to those skilled in the art that the invention is not
limited to the details of the foregoing illustrative embodi-
ments, and that the present invention may be embodied
with various changes and modifications without depart-
ing from the scope thereof. The present embodiments
are therefore to be considered in all respects as illustra-
tive and not restrictive, the scope of the invention being
indicated by the appended claims rather than by the
foregoingdescription, and all changeswhich comewithin
the scope of the claims are therefore intended to be
embraced therein.
[0073] It will furthermore be understood by the reader
of this patent application that the words "comprising" or
"comprise" do not exclude other elements or steps, that
the words "a" or "an" do not exclude a plurality, and that a
single element, such as a computer system, a processor,
or another integrated unit may fulfil the functions of
several means recited in the claims. Any reference signs
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in the claims shall not be construed as limiting the re-
spective claims concerned. The terms "first", "second",
third", "a", "b", "c", and the like, when used in the descrip-
tion or in the claimsare introduced to distinguish between
similar elements or steps and are not necessarily de-
scribing a sequential or chronological order. Similarly, the
terms "top", "bottom", "over", "under", and the like are
introduced for descriptive purposes and not necessarily
to denote relative positions. It is to be understood that the
terms so used are interchangeable under appropriate
circumstances and embodiments of the invention are
capable of operating according to the present invention
in other sequences, or in orientations different from the
one(s) described or illustrated above.

Claims

1. Acomputer-implementedmethod for obtainingdark-
field X-ray projection data (114) of an object (40)
comprising:

- obtaining (210) a first set of X-ray projection
data of the object acquired at a first energy
spectrum; the first set of X-ray projection data
comprising a first attenuation component, a first
phase component, and a first dark-field compo-
nent;
- obtaining (210) a secondset ofX-rayprojection
data of the object acquired at a second energy
spectrum having a higher effective energy than
the first energy spectrum; and
- extracting (220, 320) dark-field projection data
from the first set of X-ray projection data by
means of the second set of X-ray projection data
having a lower dark-field component contribu-
tion than the first set of X-ray projection data.

2. The computer-implemented method according to
claim 1, wherein the second set of X-ray projection
data of the object comprises a second attenuation
component, and a second dark field component, and
wherein the extracting (320) comprises:

- estimating (322 - 324) the contribution of the
first attenuation component based on the sec-
ond set of X-ray projection data, thereby obtain-
ing an estimate for the first attenuation compo-
nent contribution; and
- determining (326 - 328) the first dark-field
component contribution from the first set of X-
ray projection data by taking into account the
estimated first attenuation component contribu-
tion.

3. The computer-implemented method according to
claim 2, wherein the second set of X-ray projection
data further comprises a second phase component,

and, wherein the extracting (320) comprises:

- estimating (322 - 324) the first attenuation
component contributionand the first phasecom-
ponent contribution based on the second set of
X-ray projection data: and
- determining (326 - 328) the first dark-field
component contribution from the first set of X-
ray projection data by taking into account the
estimated first attenuation component contribu-
tion and the estimated first phase component
contribution.

4. The computer-implemented method according to
claims 2 or 3, wherein the determining (326 - 328)
comprises modelling (326) the first set of X-ray pro-
jection data by means of a parameterized curve
fitting, the parameterized curve fitting taking into
account the estimated first attenuation component
contribution, or the estimated first attenuation com-
ponent and the estimated first phase component
contributions.

5. The computer-implemented method according to
claim 1, wherein the extracting (220) comprises:

- transforming (222) the second set of X-ray
projection data into projection data representa-
tion as acquired at the first energy spectrum,
thereby obtaining a transformed set of X-ray
projection data;
- filtering out (224) the first attenuation compo-
nent from the first set of X-ray projection data by
means of the transformed set of X-ray projection
data, thereby obtaining a filtered set of X-ray
projection data comprising the first phase com-
ponent and the first dark-field component; and
- extracting (226), therefrom, thedark-fieldX-ray
projection data.

6. The computer-implemented method according to
claim 5, wherein the second set of X-ray projection
data of the object comprises a second attenuation
component, a second phase component, and a sec-
ond dark field component; and wherein the filtering
out (224) comprises filtering out the first attenuation
component and the first phase component from the
first set of X-ray projection data by means of the
transformed set of X-ray projection data, thereby
obtaining the dark-field X-ray projection data.

7. The computer-implemented method according to
anyoneof the preceding claims,wherein theextract-
ing (220, 320) is performed by a learning model
trained to perform the extracting.

8. The computer-implemented method according to
any one of the preceding claims, the method further
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comprises selecting the first energy spectrum and
the second energy spectrum for imaging a desired
material of the object, wherein the selecting is done
based on a pre-determined relationship between the
energy spectrum and the desired material.

9. The computer-implemented method according to
any one of claims 1 to 8,wherein theX-ray projection
data is acquired bymeans of a phase-contrast X-ray
imaging system comprising one or more gratings
(12), or, a speckle-based filter.

10. The computer-implemented method according to
any oneof the proceeding claims, themethod further
comprising reconstructing the extracted dark-field
projection data into an X-ray image.

11. An apparatus (200) for obtaining dark-field X-ray
projection data (114) of an object (40), the apparatus
(200) comprising at least one processor (124) and at
least onememory (122) including computer program
code, the at least one memory and computer pro-
gram code configured to, with the at least one pro-
cessor, cause the apparatus (200) to perform:

- obtaining (210) a first set of X-ray projection
data of the object acquired at a first energy
spectrum; the first set of X-ray projection data
comprising a first attenuation component, a first
phase component, and a first dark-field compo-
nent;
- obtaining (210) a secondset ofX-rayprojection
data of the object acquired at a second energy
spectrum having a higher effective energy than
the first energy spectrum;
- extracting (220, 320) dark-field projection data
from the first set of X-ray projection data by
means of the second set of X-ray projection data
having a lower dark-field component contribu-
tion than the first set of X-ray projection data.

12. A phase-contrast X-ray imaging system configured
to acquire sets of X-ray projection data of an object
(40) at energy spectrumshaving respective effective
energies and comprising the apparatus (200) ac-
cording to claim 11.

13. Thephase-contrast X-ray imaging systemaccording
to claim 12, wherein the imaging system comprises
an X-ray band-pass filter for allowing emission of X-
rays with the respective energy spectrums.

14. A computer program product comprising computer-
executable instructions for causing an apparatus to
perform the computer-implementedmethod accord-
ing to any one of claims 1 to 10 when run on the
apparatus.

15. A computer readable storage medium comprising
computer-executable instructions for causing an ap-
paratus toperform thecomputer-implementedmeth-
odaccording toanyoneof claims1 to10when runon
the apparatus.

Patentansprüche

1. Computerimplementiertes Verfahren zum Erlangen
von Dunkelfeld-Röntgenprojektionsdaten (114) ei-
nes Objekts (40), umfassend:

- Erlangen (210) eines ersten Satzes von Rönt-
genprojektionsdaten desObjekts, die bei einem
ersten Energiespektrum erfasst werden; wobei
der erste Satz von Röntgenprojektionsdaten
eine erste Abschwächungskomponente, eine
erste Phasenkomponente und eine erste Dun-
kelfeldkomponente umfasst;
- Erlangen (210)eines zweitenSatzes vonRönt-
genprojektionsdaten desObjekts, diemit einem
zweiten Energiespektrum erfasst werden, das
eine höhere effektive Energie als das erste
Energiespektrum aufweist; und
- Extrahieren (220, 320) von Dunkelfeld-Projek-
tionsdaten aus dem ersten Satz von Röntgen-
projektionsdatenmittels deszweitenSatzesvon
Röntgenprojektionsdaten, der einen geringeren
Dunkelfeldkomponentenbeitrag als der erste
Satz von Röntgenprojektionsdaten aufweist.

2. Computerimplementiertes Verfahren nach An-
spruch 1, wobei der zweite Satz von Röntgenprojek-
tionsdaten des Objekts eine zweite Abschwä-
chungskomponente und eine zweite Dunkelfeld-
komponente umfasst, und wobei das Extrahieren
(320) Folgendes umfasst:

- Schätzen (322 - 324) des Beitrags der ersten
Abschwächungskomponente basierend auf
dem zweiten Satz von Röntgenprojektionsda-
ten,wodurcheineSchätzung für denBeitrag der
ersten Abschwächungskomponente erlangt
wird; und
- Bestimmen (326 - 328) des Beitrags der ersten
Dunkelfeldkomponente aus dem ersten Satz
von Röntgenprojektionsdaten unter Berück-
sichtigung des geschätzten Beitrags der ersten
Abschwächungskomponente.

3. Computerimplementiertes Verfahren nach An-
spruch 2, wobei der zweite Satz von Röntgenprojek-
tionsdaten ferner eine zweite Phasenkomponente
umfasst, und wobei das Extrahieren (320) Folgen-
des umfasst:

- Schätzen (322 - 324) des Beitrags der ersten
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Abschwächungskomponente und des Beitrags
der ersten Phasenkomponente basierend auf
dem zweiten Satz von Röntgenprojektionsda-
ten; und
- Bestimmen (326 - 328) des Beitrags der ersten
Dunkelfeldkomponente aus dem ersten Satz
von Röntgenprojektionsdaten unter Berück-
sichtigung des geschätzten Beitrags der ersten
Abschwächungskomponente und des ge-
schätzten Beitrags der ersten Phasenkompo-
nente.

4. Computerimplementiertes Verfahren nach An-
spruch 2 oder 3, wobei das Bestimmen (326 - 328)
ein Modellieren (326) des ersten Satzes von Rönt-
genprojektionsdaten mittels einer parametrisierten
Kurvenanpassungumfasst,wobei dieparametrisier-
te Kurvenanpassung den geschätzten Beitrag der
ersten Abschwächungskomponente oder den ge-
schätzten Beitrag der ersten Abschwächungskom-
ponente sowie den geschätzten Beitrag der ersten
Phasenkomponente berücksichtigt.

5. Computerimplementiertes Verfahren nach An-
spruch 1, wobei das Extrahieren (220) Folgendes
umfasst:

- Transformieren (222) des zweiten Satzes von
Röntgenprojektionsdaten ineineProjektionsda-
tendarstellung, wie sie mit dem ersten Energie-
spektrum erfasst wird, um dadurch einen trans-
formierten Satz von Röntgenprojektionsdaten
zu erlangen;
- Herausfiltern (224) der ersten Abschwä-
chungskomponente aus dem ersten Satz von
Röntgenprojektionsdaten mittels des transfor-
mierten Satzes von Röntgenprojektionsdaten,
wodurch ein gefilterter Satz vonRöntgenprojek-
tionsdaten erlangt wird, umfassend die erste
Phasenkomponente und die erste Dunkelfeld-
komponente; und
- Extrahieren (226) der Dunkelfeld-Röntgenpro-
jektionsdaten aus diesen Daten.

6. Computerimplementiertes Verfahren nach An-
spruch 5, wobei der zweite Satz von Röntgenprojek-
tionsdaten des Objekts eine zweite Abschwä-
chungskomponente, eine zweite Phasenkompo-
nente und eine zweite Dunkelfeldkomponente um-
fasst; und wobei das Herausfiltern (224) ein Heraus-
filtern der ersten Abschwächungskomponente und
der erstenPhasenkomponente aus demerstenSatz
von Röntgenprojektionsdaten mittels des transfor-
mierten Satzes von Röntgenprojektionsdaten um-
fasst, wodurch die Dunkelfeld-Röntgenprojektions-
daten erlangt werden.

7. Computerimplementiertes Verfahren nach einem

der vorhergehenden Ansprüche, wobei das Extra-
hieren (220, 320) von einem Lernmodell durchge-
führtwird, das trainiert ist, umdasExtrahierendurch-
zuführen.

8. Computerimplementiertes Verfahren nach einem
der vorhergehenden Ansprüche, wobei das Verfah-
ren ferner ein Auswählen des ersten Energiespekt-
rums und des zweiten Energiespektrums zum Ab-
bilden eines gewünschten Materials des Objekts
umfasst, wobei das Auswählen basierend auf einer
vorbestimmten Beziehung zwischen dem Energie-
spektrum und dem gewünschten Material erfolgt.

9. Computerimplementiertes Verfahren nach einem
der Ansprüche 1 bis 8, wobei die Röntgenprojek-
tionsdaten mittels eines Phasenkontraströntgenab-
bildungssystems erfasst werden, umfassend ein
oder mehrere Gitter (12) oder einen Speckle-basier-
ten Filter.

10. Computerimplementiertes Verfahren nach einem
der vorhergehenden Ansprüche, wobei das Verfah-
ren ferner ein Rekonstruieren der extrahierten Dun-
kelfeldprojektionsdaten in ein Röntgenbild umfasst.

11. Vorrichtung (200) zum Erlangen von Dunkelfeld-
Röntgenprojektionsdaten (114) eines Objekts (40),
wobei die Vorrichtung (200) mindestens einen Pro-
zessor (124) und mindestens einen Speicher (122),
der Computerprogrammcode beinhaltet, umfasst,
wobei der mindestens eine Speicher und der Com-
puterprogrammcode konfiguriert sind, um zusam-
menmit demmindestens einen Prozessor zu bewir-
ken, dass die Vorrichtung (200) Folgendes
durchführt:

- Erlangen (210) eines ersten Satzes von Rönt-
genprojektionsdaten desObjekts, die bei einem
ersten Energiespektrum erfasst werden; wobei
der erste Satz von Röntgenprojektionsdaten
eine erste Abschwächungskomponente, eine
erste Phasenkomponente und eine erste Dun-
kelfeldkomponente umfasst;
- Erlangen (210)eines zweitenSatzes vonRönt-
genprojektionsdaten desObjekts, diemit einem
zweiten Energiespektrum erfasst werden, das
eine höhere effektive Energie als das erste
Energiespektrum aufweist;
- Extrahieren (220, 320) von Dunkelfeld-Projek-
tionsdaten aus dem ersten Satz von Röntgen-
projektionsdatenmittels deszweitenSatzesvon
Röntgenprojektionsdaten, der einen geringeren
Dunkelfeldkomponentenbeitrag als der erste
Satz von Röntgenprojektionsdaten aufweist.

12. Phasenkontraströntgenabbildungssystem, das kon-
figuriert ist, um Sätze von Röntgenprojektionsdaten
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eines Objekts (40) bei Energiespektren zu erfassen,
die jeweilige effektive Energien aufweisen, und um-
fassend die Vorrichtung (200) nach Anspruch 11.

13. Phasenkontraströntgenabbildungssystem nach An-
spruch12,wobei dasAbbildungssystemeinenRönt-
genbandpassfilter umfasst, der eine Emission von
Röntgenstrahlen mit den jeweiligen Energiespekt-
ren ermöglicht.

14. Computerprogrammprodukt, umfassend computer-
ausführbare Anweisungen, um zu bewirken, dass
eine Vorrichtung das computerimplementierte Ver-
fahren nach einem der Ansprüche 1 bis 10 durch-
führt, wenn es auf der Vorrichtung ausgeführt wird.

15. Computerlesbares Speichermedium, umfassend
computerausführbare Anweisungen, um zu bewir-
ken, dass eine Vorrichtung das computerimplemen-
tierte Verfahren nach einem der Ansprüche 1 bis 10
durchführt, wenn es auf der Vorrichtung ausgeführt
wird.

Revendications

1. Procédé mis en œuvre par ordinateur permettant
d’obtenir des données de projection de rayons X en
champ sombre (114) d’un objet (40), le procédé
comprenant :

- l’obtention (210) d’un premier ensemble de
données de projection de rayons X de l’objet,
acquises à un premier spectre d’énergie ; le
premier ensemble de données de projection
de rayons X comprenant une première compo-
sante d’atténuation, une première composante
de phase et une première composante de
champ sombre ;
- l’obtention (210) d’un second ensemble de
données de projection de rayons X de l’objet,
acquises à un second spectre d’énergie ayant
une énergie efficace supérieure à celle du pre-
mier spectre d’énergie ; et
- l’extraction (220, 320) de données de projec-
tion en champ sombre du premier ensemble de
données de projection de rayonsXaumoyen du
second ensemble de données de projection de
rayons X ayant une contribution de composante
de champ sombre inférieure à celle du premier
ensemble de données de projection de rayons
X.

2. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, ledit second ensemble de données de
projection de rayons X de l’objet comprenant une
seconde composante d’atténuation et une seconde
composante de champ sombre, et ladite extraction

(320) comprenant :

- l’estimation (322 - 324) de la contribution de la
première composante d’atténuation sur la base
du second ensemble de données de projection
de rayons X, de manière à obtenir une estima-
tion de la contribution de la première compo-
sante d’atténuation ; et
- la détermination (326 - 328) de la contribution
de la première composante de champ sombre à
partir du premier ensemble de données de pro-
jection de rayons X en tenant compte de la
contribution estimée de la première compo-
sante d’atténuation.

3. Procédé mis en œuvre par ordinateur selon la re-
vendication 2, ledit second ensemble de données de
projection de rayons X comprenant en outre une
seconde composante de phase, et ladite extraction
(320) comprenant :

- l’estimation (322 - 324) de la contribution de la
première composante d’atténuation et de la
contribution de la première composante de
phase sur la base du second ensemble de don-
nées de projection de rayons X ; et
- la détermination (326 - 328) de la contribution
de la première composante de champ sombre à
partir du premier ensemble de données de pro-
jection de rayons X en tenant compte de la
contribution estimée de la première compo-
sante d’atténuation et de la contribution estimée
de la première composante de phase.

4. Procédé mis en œuvre par ordinateur selon la re-
vendication 2 ou 3, ladite détermination (326 - 328)
comprenant la modélisation (326) du premier en-
semble de données de projection de rayons X au
moyen d’un ajustement de courbe paramétré, l’ajus-
tement de courbe paramétré tenant compte de la
contribution estimée de la première composante
d’atténuation ou des contributions estimées de la
première composante d’atténuation et de la pre-
mière composante de phase.

5. Procédé mis en œuvre par ordinateur selon la re-
vendication 1, ladite extraction (220) comprenant :

- la transformation (222)dusecondensemblede
données de projection de rayons X en une re-
présentation de données de projection telle
qu’elle est acquise au premier spectre d’éner-
gie, de manière à obtenir un ensemble trans-
formé de données de projection de rayons X ;
- le filtrage (224) de la première composante
d’atténuation du premier ensemble de données
de projection de rayons X au moyen de l’en-
semble transformé de données de projection de
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rayons X, de manière à obtenir un ensemble
filtré de données de projection de rayons X
comprenant la première composante de phase
et la première composante de champ sombre ;
et
- l’extraction (226), de celui-ci, des données de
projection de rayons X en champ sombre.

6. Procédé mis en œuvre par ordinateur selon la re-
vendication 5, ledit second ensemble de données de
projection de rayons X de l’objet comprenant une
seconde composante d’atténuation, une seconde
composante de phase et une seconde composante
de champ sombre ; et ledit filtrage (224) comprenant
le filtrage de la première composante d’atténuation
et de la première composante de phase du premier
ensemble de données de projection de rayons X au
moyen de l’ensemble transformé de données de
projection de rayons X, de manière à obtenir les
données de projection de rayons X en champ som-
bre.

7. Procédé mis en œuvre par ordinateur selon l’une
quelconque des revendications précédentes, ladite
extraction (220, 320) étant effectuée par un modèle
d’apprentissage formé pour effectuer ladite extrac-
tion.

8. Procédé mis en œuvre par ordinateur selon l’une
quelconque des revendications précédentes, ledit
procédécomprenantenoutre lasélectiondupremier
spectre d’énergie et du second spectre d’énergie
pour l’imagerie d’un matériau souhaité de l’objet,
ladite sélection étant effectuée sur la base d’une
relation prédéterminée entre le spectre d’énergie
et le matériau souhaité.

9. Procédé mis en œuvre par ordinateur selon l’une
quelconque des revendications 1 à 8, lesdites don-
nées de projection de rayons X étant acquises au
moyen d’un système d’imagerie par rayons X à
contraste de phase comprenant un ou plusieurs
réseaux (12) ou d’un filtre basé sur le déchatoie-
ment.

10. Procédé mis en œuvre par ordinateur selon l’une
quelconque des revendications précédentes, ledit
procédé comprenant en outre la reconstruction des
données de projection de champ sombre extraites
en une image radiologique.

11. Appareil (200) permettant d’obtenir des données de
projection de rayons X en champ sombre (114) d’un
objet (40), l’appareil (200) comprenant au moins un
processeur (124) et au moins une mémoire (122)
comprenant un code de programme informatique,
l’au moins une mémoire et le code de programme
informatique étant configurés pour, avec l’au moins

un processeur, amener l’appareil (200) à effectuer :

- l’obtention (210) d’un premier ensemble de
données de projection de rayons X de l’objet,
acquises à un premier spectre d’énergie ; le
premier ensemble de données de projection
de rayons X comprenant une première compo-
sante d’atténuation, une première composante
de phase et une première composante de
champ sombre ;
- l’obtention (210) d’un second ensemble de
données de projection de rayons X de l’objet,
acquises à un second spectre d’énergie ayant
une énergie efficace supérieure à celle du pre-
mier spectre d’énergie ;
- l’extraction (220, 320) de données de projec-
tion en champ sombre du premier ensemble de
données de projection de rayonsXaumoyen du
second ensemble de données de projection de
rayons X ayant une contribution de composante
de champ sombre inférieure à celle du premier
ensemble de données de projection de rayons
X.

12. Système d’imagerie par rayons X à contraste de
phase configuré pour acquérir des ensembles de
données de projection de rayons X d’un objet (40) à
des spectres d’énergie ayant des énergies efficaces
respectives et comprenant l’appareil (200) selon la
revendication 11.

13. Système d’imagerie par rayons X à contraste de
phase selon la revendication 12, ledit système d’i-
magerie comprenant un filtre passe-bande de
rayonsXpour permettre l’émissionde rayonsXavec
les spectres d’énergie respectifs.

14. Produit-programme informatique comprenant des
instructions exécutables par ordinateur pour amener
un appareil à réaliser le procédé mis en œuvre par
ordinateur selon l’une quelconque des revendica-
tions 1 à 10 lorsqu’il est exécuté sur l’appareil.

15. Support de stockage lisible par ordinateur compre-
nant des instructions exécutables par ordinateur
pour amener un appareil à réaliser le procédé mis
enœuvre par ordinateur selon l’une quelconque des
revendications 1 à 10 lorsqu’il est exécuté sur l’ap-
pareil.
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