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Abstract: The past decade has seen a rapid development of terahertz (THz) technology and imaging. One way of doing
THz imaging is measuring the transmittance of a THz beam through the object. Although THz imaging is a
useful tool in many applications, there are several effects of a THz beam not fully addressed in the literature
such as reflection and refraction losses and the effects of a THz beam shape. A THz beam has a non-zero
waist and therefore introduces blurring in transmittance projection images which is addressed in the current
work. We start by introducing THz time-domain images that represent 3D hyperspectral cubes and artefacts
present in these images. Furthermore, we formulate the beam shape effects removal as a deblurring problem
and propose a novel approach to tackle it by first denoising the hyperspectral cube, followed by a band by
band deblurring step using convolutional neural networks (CNN). To the best of our knowledge, this is the
first time that a CNN is used to reduce the THz beam shape effects. Experiments on simulated THz images
show superior results for the proposed method compared to conventional model-based deblurring methods.

1 INTRODUCTION

Terahertz (THz) technology, and especially THz
imaging has attracted increasing interest in recent
years, mostly due to immense progress in THz
sources development (Guillet et al., 2014). Many
imaging applications in security (Kemp et al., 2003),
conservation of cultural heritage (Cosentino, 2016),
and in many other fields, find their place within a
THz range (i.e., 0.1 to 10 THz). Additionally, such
increasing interest is attributed to the fact that a THz
beam is non-ionizing and can be applied to soft ma-
terials providing an alternative to X-ray in many ap-
plications (e.g., computed tomography (CT) (Recur
et al., 2012)). Moreover, THz technology is used
in spectroscopy for testing, imaging, analysing, and
chemical recognition of different materials (Baxter
and Guglietta, 2011).

While in recent years powerful THz detectors
have been developed and applied to imaging (El Fa-
timy et al., 2009), they are not yet fully integrated
with an array structure (Nadar et al., 2010; Burger
et al., 2019). Current detectors are usually one- to
few-pixels large, leading to a long scanning time
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as for 2D images, an object needs to be scanned
pixel by pixel. Secondly, the propagation of a THz
beam through the object leads to the diffraction ef-
fect (Mukherjee et al., 2013) and Fresnel losses (Tepe
et al., 2017). Finally, the effects of a THz beam shape
additionally limit the achievable resolution. These ef-
fects cannot be neglected as the THz beam has a non-
zero waist (minimum beam radius) and therefore in-
troduces a blurring effect to the resulting image.

In recent years, several methods were proposed
to deal with the afore mentioned blurring effects and
to increase the spatial resolution of THz images. In
(Xu et al., 2014b), the authors employed several well-
known super-resolution approaches to THz images:
projection onto a convex set, iterative backprojec-
tion, Richardson–Lucy iterative approach (Richard-
son, 1972; Lucy, 1974), and 2D wavelet decompo-
sition reconstruction (Mallat, 2008). In (Popescu
and Hellicar, 2010), a method is presented for a
point-spread function (PSF) estimation by applying
a specially designed phantom. To validate PSF es-
timation, they perform several experiments apply-
ing a well-known Wiener deconvolution technique
(Dhawan et al., 1986). To deal with THz beam shape
effects in THz-CT, Recur et al. modelled a THz beam
and incorporated it in several well-established CT re-
construction approaches as a convolution filter (Recur
et al., 2012). Although these methods yield promis-
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ing results, they are tailored to a single THz image
or a specific application (e.g., THz-CT). Furthermore,
conventional deconvolution approaches require one or
more input parameters that, in many cases, need to be
hand-tuned.

In this work, we propose a method for beam shape
effects removal from time-domain THz images that
represent a hyperspectral cube with several hundred
bands. The problem of beam shape effects removal
can be formulated as a deblurring task, also known as
deconvolution, with a known, band-dependant, PSF.
In fact, a cross-section of a THz beam at the object
position can be modelled as a Gaussian distribution
(Recur et al., 2012).

In the last few years, we are witnessing the rapid
development of deep learning and neural network-
based approaches for various computer vision tasks
(LeCun et al., 2015; Voulodimos et al., 2018). The
convolutional neural network (CNN) is arguably the
most common class of deep neural networks applied
to image restoration tasks, such as denoising (Zhang
et al., 2017) and deblurring (Xu et al., 2014a). Here,
we will show how a CNN-based deblurring approach
tailored to THz images can be applied to remove the
blurring effect of a Gaussian beam. By using CNN-
based deblurring, we avoid hand-tuning of the input
parameters as network weights can be learned from a
set of training images.

In Section 2, we start by introducing a
pulsed/time-domain THz system and show how the
time-domain THz images can be synthesized using
different artefacts (e.g., blur and noise). We also ex-
plain how the THz beam is typically modelled and pa-
rameterized and finally introduce a novel CNN-based
approach for removing its effects. Finally, we com-
pare results obtained by conventional approaches with
the proposed CNN-based method and demonstrate ro-
bustness to noise of the proposed approach. To the
best of our knowledge, this is the first time that a CNN
or any other deep learning approach is applied to de-
blur THz time-domain images.

2 THZ BEAM SHAPE EFFECTS

In this work, we consider only a pulsed/time-domain
THz system, and, therefore, we will briefly introduce
it in this section.

2.1 Time-domain THz Imaging

THz time-domain spectroscopy (THz-TDS) is a tech-
nique that can be used for spectroscopy and imaging
in the THz domain (Hu and Nuss, 1995). A typical

THz-TDS system employs an ultrashort pulsed laser
(with pulses duration of 1 ps or less) and an antenna
(e.g., low-temperature grown GaAs). The laser gen-
erates a series of pulses which is split into two halves:
one for THz generation and the second to gate a de-
tector. A THz detector receives the incoming radia-
tion only for very brief periods of time which leads to
sampling of the THz field at various delays. Finally,
the resulting pulse is transformed into the frequency
domain covering a broad range of frequencies (e.g.,
from 0.076 to 2 THz). For more information about
the THz-TDS system and beamforming we refer to
(Chan et al., 2007) and references therein.

The main advantage of THz-TDS is its ability to
measure both spectral amplitude and phase. The am-
plitude of a THz signal is correlated to the absorbtion
and the phase is correlated to the thickness and den-
sity of the scanned object. Another unique character-
istic of THz-TDS is the broad bandwidth of the THz
radiation which is valuable for spectroscopy as many
materials have a unique fingerprint in the THz domain
(Baxter and Guglietta, 2011). Furthermore, in order
to be suitable for imaging and to increase the spa-
tial resolution, an imaging system typically includes
focusing optics. Finally, an image is formed from
the full dataset which contains a complete THz time-
domain waveform, the amplitude and the phase, cor-
responding to each pixel of the image. Additionally,
we may choose to calculate transmittance and phase-
difference images by measuring a reference back-
ground by leaving the optical path open. The resulting
THz-TDS images is seen as a hyperspectral data cube
where every band represents an image on a different
frequency in a given range.

With the introduction of the focusing optics, the
focal spot of the THz beam at the place of the object
has a complicated characteristic which strongly de-
pends on its design and system frequencies. Images
formed from lower frequencies are more blurry as the
beam waist increases with decreasing frequency. The
high frequency bands on the other hand are less blurry
because of the smaller beam waist. However, these
high frequency bands are noisier as they have lower
amplitudes (Duvillaret et al., 2000). Figure 1 shows
three bands of a real amplitude THz-TDS image of a
leaf acquired in a transmittance mode (a THz beam is
transmitted through the object).

2.2 THz Beam Modelling

In THz-TDS imaging, the THz beam can be modelled
as a Gaussian distribution characterized by a beam
waist which is closely connected to a frequency of
the THz system (Recur et al., 2012). Following the
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Figure 1: The THz-TDS amplitude image of a leaf at differ-
ent frequencies: left - 0.3738 THz (more blurry); middle -
1.1368 THz; right - 1.8997 THz (more noisy).

general beam modelling formulation, the radius at the
position x from the beam waist w0 is

w(x) = w0

√
1+(

x
xR

)2, (1)

where xR =
πw2

0
λ

is the Rayleigh range with λ repre-
senting a wavelength. Furthermore, if I0 represents
the beam intensity at the centre of w0 and y and z are
distances from the beam axes in two directions, the
intensity distribution over cross-section in 3D is mod-
elled as

I(x,y,z) = I0

( w0

w(x)

)2
exp
(−2(y2 + z2)

w2(x)

)
. (2)

We model the blurring artefacts present in one band
of THz-TDS images as the convolution between an
underlying sharp image and a known PSF

g = f ~h+n, (3)

where g, f , h, and n represent one band of an observed
THz-TDS image, one band of an unknown sharp im-
age, a PSF (blurring operator), and noise respectively.
~ represents the convolution operator. Our goal is to
estimate the underlying sharp image f .

From (2) it is clear that several parameters define
the intensity within the beam: the wavelength (λ), the
beam waist (w0), and the intensity of the beam at w0
(I0). We can set these parameters to control a PSF
model h which is used as a known variable in (3).
Note that the PSF represents an intersection of the 3D
THz beam in a position of the scanned object (see Fig-
ure 2).

The main goal of this work is to remove the blur-
ring effects from THz-TDS images. This is a chal-
lenging task as not only we have a different blur
(PSF) for different bands but also different noise lev-
els. Moreover, the size of each THz image band is
usually small (e.g., 61× 41 pixels) which additionally
complicates a deblurring process. The differences in
blur and noise over bands and the small image size

Figure 2: Influence of a beam waist on PSF: Examples of
PSF for 1 THz, I0 = 1, and different w0 in mm (presented
with the numbers in the upper-left corner).

inspired us to propose a CNN-based deblurring ap-
proach: the proposed network is learned from a train-
ing dataset which contains all of these differences and
therefore it is arguably more robust than conventional
deblurring approaches.

3 CNN-BASED DEBLURRING

In the past few years, a new Machine Learning tech-
nique known as Deep Learning influenced a wide
range of experimental sciences with its revolution-
ary approach in solving signal processing problems
(Lemley et al., 2017). The main target of deep learn-
ing includes but is not limited to solving highly non-
linear, and sophisticated image processing problems
using a type of signal processing unit known as Deep
Neural Networks (DNN). These models consist of
different processing blocks such as fully connected,
convolution and deconvolution layers and pooling and
unpooling operations. DNNs provide superior results
in both classification and regression problems com-
pared to the classical machine learning approaches.
Applications such as object detection and classifica-
tion (Girshick, 2015; Ren et al., 2015; Redmon et al.,
2016), image segmentation for both medical (Ron-
neberger et al., 2015) and consumer (Varkarakis et al.,
2020; Badrinarayanan et al., 2017) use cases, and im-
age acquisition and reconstruction in CT (Bazrafkan
et al., 2019) are a few examples of Deep Learning im-
pacts on modern solutions for Image Processing ap-
plications.

In the current study, a fully convolutional DNN is
utilized to perform the deblurring operation to THz
images. A fully convolutional network only consists
of convolution and/or deconvolution layers with or
without pooling operations. All layers perform the
convolution operation with a learnable kernel which
is given by:

Sm(x,y,c) = σ

( nm−1
c

∑
k=1

[nw/2]

∑
j=−[nw/2]

[nh/2]

∑
i=−[nh/2]

Hm
c (i, j,k)·

Sm−1(x− i,y− j,k)
)
, (4)
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where Sm(i, j,c) is the signal in pixel location (x,y),
located in channel c in layer m, Hm

c is the kernel
associated with the channel c of layer m. In other
words this kernel maps every channel in layer m− 1
to channel c in layer m. nh and nw are the width and
height of the kernel and nm−1

c is number of channels
in layer m− 1. σ is the activation function which is
also known as the nonlinearity of the layer.

In (Xu et al., 2014a), the authors proposed a
network architecture designed for image deblurring.
This network is shown in Figure 3. The first two lay-
ers consist of horizontal and vertical kernels and the
last layer performs convolution with a large square
kernel. This design resembles the Singular Value De-
composition (SVD) technique used in conventional
deblurring methods, with the difference that here
these filters could be learned during training.

Figure 3: THzNet-2D architecture.

There are several other approaches for utilizing
DNNs to perform image deblurring (Tao et al., 2018;
Zhang et al., 2018). Nevertheless, we choose to use
the approach from (Xu et al., 2014a) as the pro-
posed network design is supported by the model-
based method (i.e., SVD) commonly used for image
restoration and therefore well studded.

4 EXPERIMENTS

To train and test a network, we created in total 8000
training and 200 test images corrupted by Gaussian
and Poisson noise and different blurs. We used these
two noise types to make the CNN more robust as
THz-TDS images in practice may be corrupted by
noise from several sources (Duvillaret et al., 2000).
Synthetic THz-TDS images (size: 61×41×263 pix-
els) are created by corrupting bands with different
blurs (controlled by different w0 and λ as described
by Eq. (1)) and noise levels to simulate images as
described in Subsection 2.1. Frequencies over bands
(and therefore corresponding λ) are always set from

0.0076 to 1.9989 THz. The beam waists w0 and in-
put noise levels over bands are randomly chosen from
sets presented in Table 1.

Table 1: Variations of w0, noise level for Gaussian noise,
and noise level for Poisson noise.

w0 [mm] Gaussian Poisson (SNR)
1.5 - 0.5 0 68 - 13 dB
1.8 - 0.5 0 - 0.1 70 - 15 dB
1.5 - 0.3 0 - 0.2 72 - 17 dB
1.7 - 0.4 0 - 0.4 74 - 19 dB

The proposed approach contains two steps: in
the first step, we perform denoising as preprocess-
ing followed by the second step, CNN-based deblur-
ring. Denoising is performed using a state-of-the-art
hyperspectral image denoiser FastHyDe (Zhuang and
Bioucas-Dias, 2018) tailored to both Gaussian and
Poisson noise. Deblurring is performed band by band,
namely input and output of THzNet-2D is an image
corresponding to one band of a THz-TDS cube.

An ADAM optimizer (Kingma and Ba, 2014) was
utilized to update the network parameters with learn-
ing rate, β1, β2 and ε equal to 0.00001, 0.9, 0.999, and
10−8, respectively. The MXNET 1.3.0 (Chen et al.,
2015) 1 framework was used to train the network on a
NVIDIA GTX 1070 in all the experiments.

To find optimal network settings we varied the
number and texture of training data and the approach
to weights initialization. These variations are listed in
Table 2. Note that in Table 2, 6k r stands for 6000
training images (6k THz-TDS cubes) from which 4k
is without texture and 2k is with background texture
that is extracted from real THz-TDS images. Simi-
larly, THzNet-2D-6k t contains 4k training data with-
out texture and 2k with synthetic texture (e.g., stripes,
dots). In every experiment, 20% of training images
are used for validation. Comparison of the varia-
tions of THzNet-2D from Table 2 in terms of PSNR
is shown in Figure 4.

Table 2: THzNet-2D variations. NoI: Number of training
images; Init: Weights initialization method.

THzNet-2D NoI Texture Init
1k 1000 No Uniform
2k 2000 No Uniform
4k 4000 No Uniform

6k r 6000 Yes Uniform
6k t 6000 Yes Uniform
4k x 4000 No Xavier

Figure 4 shows the effect of the number and struc-
ture of a training data (note that the experiments are

1https://mxnet.apache.org/
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Figure 4: Comparison of different variations of THzNet-2D
(PSNR values obtained on the last band).

performed on the last band). Firstly, we can see how
the number of training data influnces the results (see
the results for THzNet-2D-4k compared to THzNet-
2D-2k). Secondly, the introduction of training data
with additional texture does not necessarily have a
positive influence on the results even if a test dataset
contains both images with and without texture. Fi-
nally, we tested the influence of a different initializa-
tion approach for network weights, a so-called Xavier
method (Glorot and Bengio, 2010) compared to the
uniform initialization.

Furthermore, we compared our THzNet-2D
network to conventional model-based deblur-
ring/deconvolution approaches: 1) Richardson-Lucy
method (RL) (Richardson, 1972; Lucy, 1974); 2)
RL followed by a state-of-the-art denoiser, BM3D
(Dabov et al., 2007) (RL+BM3D); 3) an extension
of BM3D for non-blind deblurring, IDD-BM3D
(Danielyan et al., 2012); 4) a state-of-the-art de-
blurring method with a hyper-Laplacian image prior
(H-L) (Krishnan and Fergus, 2009); and a well-
known Wiener deconvolution technique (Wiener)
(Dhawan et al., 1986).

The conventional methods were tested on 100
synthetic THz-TDS images. Deblurring of THz-
TDS images was performed band-by-band. Same as
previously, we applied a noise removal step using
FastHyDe method before deblurring. Furthermore,
we chose optimal parameters for all conventional de-
blurring approaches by measuring mean squared er-
ror (MSE) and peak signal-to-noise ratio (PSNR).
Results in terms of PSNR obtained with the model-
based deblurring approaches applied to the last band
(band 263) of 100 THz-TDS test images are presented
in Figure 5.

Figure 5 shows that RL, RL+BM3D, and IDD-
BM3D give the best results. These approaches are
not imposing a prior tailored to natural images: RL is
searching for a maximal likelihood solution without
the use of any prior knowledge and BM3D and IDD-

RL RL+BM3D IDD-BM3D H-L Wiener

Method

8

8.5

9

9.5

10

P
S

N
R

Figure 5: Comparison of conventional model-based de-
blurring approaches (deblurring results obtained on the last
band).

BM3D are based on self-similarity of non-local im-
age patches. Here, we argue that this self-similarity
is present in THz images. On the contrary, the H-
L method imposes a hyper-Laplacian prior on im-
age gradients tailored to natural images. The Wiener
method expects an input parameter, noise-to-signal
power ratio, which is very difficult to tune for images
corrupted by moderate to strong noise.

Furthermore, in Figure 6 we show the difference
in performance of the RL method and THzNet-2D-
4k for different bands (namely bands 50, 100, 150,
200, and 263) and 100 THz-TDS images. We choose
RL and THzNet-2D-4k as they are arguably the best
tested model-based and CNN-based methods respec-
tively. Moreover, the average difference in perfor-
mance for the last band of the same 100 images mea-
sured by three metrics, MSE, PSNR, and structural
similarity index (SSIM) is shown in Table 3.

50 100 150 200 263

Bands

0

5

10

15

20

25

30
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THzNet-2D

Richardson-Lucy

Figure 6: THzNet-2D vs Richardson-Lucy in terms of
PSNR for different bands (50, 100, 150, 200, and 263).

Table 3: THzNet-2D vs Richardson-Lucy.

Method MSE PSNR SSIM
RL 0.113 9.475 0.544
THzNet-2D 0.002 26.673 0.929
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Figure 6 and Table 3 show that THzNet-2D out-
performs significantly the model-based method for
several tested bands. We also see that for higher bands
there is a better performance which is expected as they
are less blurry and the noise is mostly removed during
preprocessing.

Figure 7 illustrates the performance of THzNet-
2D for bands 50, 150, and 263. The first column
shows the ground truth bands and the second col-
umn represents the same bands with added blur and
noise. Furthermore, in the third column, we show the
results after preprocessing/denoising and finally, the
fourth and fifth columns show results obtained by the
RL method and THzNet-2D, respectively. The results
obtained by the RL method indicates strong ringing
and boundary artefacts. Boundary artefacts are most
likely due to the incorrect assumption of cyclic convo-
lution in (3). THzNet-2D output bands do not suffer
from the same artefacts. Nevertheless, we see that for
the lower band (band 50), the network output shows
some missing pixels especially visible on squared ob-
jects. Note that these square objects are only one pixel
thick.

Figure 7: THzNet-2D visual results for bands 50, 150, and
263 (first, second, and third rows respectively): A: Ground
truth; B: Blurry and noisy THz-TDS image; C: Blurry de-
noised THz-TDS image (THzNet-2D input); D: RL estima-
tion; E: THzNet-2D output.

To show the influence of texture on deblurring
results, we tested THzNet-2D on an image without
any texture and with added texture pattern. Figure 8
shows the texture pattern and the obtained results. In
the first row, we see the original ground truth image
without texture (A), followed by the texture pattern
(B), and the ground truth image with the added pat-
tern (C). Note that the contrast in the image C is in-
creased for the illustration purpose. The second row
represents the THzNet-2D output obtained on the last

band of the two THz-TDS images synthesized from
the above ground truths (D and E). The network out-
puts are comparable with the small differences visible
near the object edges.

Figure 8: Influence of texture on deblurring results. A:
Ground truth without texture; B: added texture pattern; C:
Ground truth with texture; D: THzNet-2D output tested on
image A (band 263); E: THzNet-2D output tested on image
C (band 263).

Finally, to test robustness to noise, we tested
THzNet-2D on images corrupted originally by Pois-
son noise with different noise levels (i.e., SNR of the
last band is from 29 to 13 dB). Although, the noise is
mostly removed during preprocessing it is interesting
to see its influence on the network performance. Fig-
ure 9 shows that the network performance decreases
only for very high noise levels (e.g., SNR = 15 and 13
dB). To emphasize this result, in Figure 10, we illus-
trate THzNet-2D output of the last band for different
input noise levels.

Figure 9: Robustness to noise: Mean MSE, PSNR, and
SSIM for the last band of 100 test images. The x axis is
the Poisson noise SNR in dB.

5 CONCLUSION

In this work, we propose a novel CNN-based ap-
proach for deblurring THz-TDS images. We showed
the superiority of the proposed method tested on syn-
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Figure 10: Robustness to noise: THzNet-2D output visual
results. Input noise levels in dB presented with numbers in
the bottom-right corner.

thetic images and compared to conventional model-
based deblurring methods in performing 2D-based
deblurring. There are several reasons for choosing
CNN-based approach, to name only two: i) CNNs are
robust to small-size and low-resolution images and ii)
there is no need for parameter settings as the network
weights are learned from training data. A drawback
of the proposed THzNet-2D network is reflected in
the process of creating realistic and sufficient train-
ing data. That is, training images need to resemble
real THz-TDS images as close as possible in terms
of size, artefacts (e.g., blur and noise), texture, and
intensity levels. Therefore, our current work covers
creating more complex intensity patterns and more
realistic training data. This is an important task as it
will provide a step towards testing the proposed CNN-
based approach on real data. Nevertheless, the pro-
posed CNN-based deblurring method can be seen as
a proof of concept: we show that employing a neural
network-based approach improve deblurring results
significantly.

Finally, there are at least two possible extensions
of THzNet-2D. The first one, covered by our current
work, is an extension of the network to perform de-
blurring on all bands jointly. By doing this, the net-
work may be able to learn connections between bands
during training. The second extension will include de-
noising into a deblurring process: instead of perform-
ing denoising as preprocessing, the network should
learn to perform both tasks denoising and deblurring.
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